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Fig.2

ANALYZING AN INPUT SIGNAL - Sa1
BY A MULTI-DIVISION QMF FILTERBANK a

1
SYNTHESIZING HALF COEFFICIENTS IN LOW FREQEUNCIES
BY THE QMF FILTERBANK TO OBTAINA DOWN-SAMPLED TIME ~ ¢~-8a2
DOMAIN SIGNAL INCLUDING ONLY LOW FREQUECY COMPONENTS
|
ENCODING THE DOWN-SAMPLED TIME DOMAIN SIGNAL

TO OBTAIN AN ENCODED BIT STREAM - Sa3
|
PERFORMING SBR ENCODING - Sad
ON A SIGNAL IN A QMF DOMAIN
I
PERFORMING LINEAR PREDICTION ANALYSIS ON THE SIGNAL o

IN THE QMF DOMAIN TO OBTAIN LINEAR PREDICTION COEFFICIENTS| wad
|

OBTAINING A FILTER STRENGTH PARAMETER  (—~—5ab

|
MULTIPLEXING THE FILTER STRENGTH PARAMETER,
THE ENCODED BIT STREAM, AND SBR SUPPLEMENTARY INFORMATION, —~—Sa7
AND OUTPUTTING AMULTIPLEXED BIT STREAM

( END )
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Fig.4

( START )

DECODING AN ENCODED BIT STREAM ——Sb1

|
ANALYZING A DECODED SIGNAL L _Sh
BY A MULTI-DIVISION QMF FILTERBANK
|
PERFORMING LINEAR PREDICTION ANALYSIS ON ASIGNAL N QMF DOMAIN) Sh3
TO OBTAIN LOW FREQUENCY LINEAR PREDICTION GOEFFICIENTS
|
ADJUSTING FILTER STRENGTH OF THELOWFREQUENCY LINEAR | Shd
PREDICTICN COEFFICIENTS USING AFILTER STRENGTH PARAMETER [ —
|

GENERATING A SIGNAL IN QMF DOMAIN OF - Sb5
HIGH FREQUENCY COMPONENTS

|
PERFORMING LINEAR PREDICTION ANALYSIS ON THE SIGNAL
[N GMF DOMAIN OF HIGH FREQUENCY COMPONENTS  |~-8h6
TO OBTAIN LINEAR PREFICTION GOEFFICIENTS

PERFORMING LINEAR PREDICTION INVERSE FILTERING ON THE SIGNAL Sb7
IN QMF DOMAIN OF HIGH FREQUENCY COMPONENTS

l
ADJUSTING FREQUENCY CHARACTERISTICSAND | _ Sh3
TONALITY OF THE HIGH FREQUENCY COMPONENTS |

l
PERFORMING LINEAR PREDICTION FILTERING ON THE SIGNAL IN QMF DOMAIN
OF THE HIGH FREQUENCY COMPONENTS BY USING LINEAR PREDICTION  -——519
COEFFICIENTS OBTANNED FROM FILTER STRENGTH ADJUSTING UNIT

|
ADDING SIGNALS IN QMF DOMAIN INCLUDING THE HIGH FREQUENGY| Sb10
COMPONENTS AND THE LOW FREQUENCY COMPONENTS

]
PROCESSING A SIGNAL IN QMF DOMAIN INCLUDING THE HIGH FREQUENCY
COMPONENTS AND THE LOW FREQUENCY COMPONENTS BY QMF
SYNTHESIS FILTERBANK TO OBTAIN A TIME DOMAIN DECODED SIGNAL

)

~—Shb11

END
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ANALYZING AN INPUT SIGNAL
BY AMULTEDIVISION QMF FILTERBANK

—5a1

SYNTHESIZING HALF COEFFICIENTS IN LOW FREQEUNCIES
BY THE QMF FILTERBANK TO OBTAIN ABOWN-SAMPLED TiME
DOMAIN SIGNAL INCLUDING ONLY LOW FREQUECY COMPONENTS

-~ Sa2

M

TO OBTAIN AN ENCORED BIT STREAM

ENCODING THE DOWN-SAMPLED TIME DOMAIN SIGNAL |

——35a3

PERFORMING SBR ENCODING
ON A SIGNAL IN QMF DOMAIN

- Sad

I
PERFORMING LINEAR PREDICTION ANALYSIS ON THE SIGNAL
IN THE QMF DOMAIN TO OBTAIN LINEAR PREDICTION COEFFICIENTS

—~-35ah

DECIMATING THE LINEAR PREDICTION COEFFICINTS
INATEMPORAL DIRECTION

-8

|

QUANTIZING DECIMATED LINEAR PREDICTION COEFFICIENTS
AND INDICES OF THE CORRESPONDING TIME SLOTS

302

|

MULTIPLEING THE QUANTIZED LINEAR PREDICTION COEFFICIENTS, INDICES,
ENCODED BIT STREAM, AND SBR SURPLEMENTARY INFORMATION,
AND OUTPUTTING A MULTIPLEXED BIT STREAM
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Fig.9

DECODING AN ENCODED BIT STREAM - Sb

|
ANALYZING A DECODED SIGNAL | oo
BY A MULTI-DIVISION QMF FILTERBANK

|
OBTAINING HIGH FREQUENCY LINEAR PREDICTION S
COEFFICIENTS BY INTERPOLATION OR EXTRAPOLATION

|
GENERATING A SIGNAL IN QMF DOMAIN L SD5
OF HIGH FREQUENCY COMPONENTS

l
FERFORMING LINEFAR PREDICTION ANALYSIS ON THE SIGNAL
IN QMF DOMAIN OF HIGH FREQUENCY COMPONENTS |~ Sha
TO OBTAIN LINEAR PREDICTION COEFFICIENTS

1

PERFORMING LINEAR PREDICTION INVERSE FILTERINGON THE | Sh7
SIGNAL IN QMF DOMAIN OF HIGH FREQUENCY COMPONENTS

|
ADJUSTING FREQUENCY CHARACTERISTICS AND | Sbs
TONALITY OF THE HIGH FREQUENCY COMPONENTS

I
PERFORMING LINEAR PREDICTION FILTERING ON THE SIGNAL
[N QMF DOMAIN OF HIGH FREQUENGY COMPCNENTS —_Sd?
BY USING THE LINEAR PREDICTION COEFFICIENTS OBTAINED FROM
LINEAR PREDICTION COEFFICIENT INTERPCLATION/EXTRAPOLATION UNIT

l
ADDING SIGNALS IN GMF DOMAIN INCLUDING THE HIGH FREQUENCY | Sb10
COMPONENTS AND THE LOW FREQUENCY COMPONENTS -

1
PROCESSING A SIGNAL IN QMF DOMAIN INCLUDING THE HIGH
FREQUENGCY COMPONENTS AND THE LOW FREQUENCY
COMPONENTS BY QMF SYNTHESIS FILTERBANK —~—Sh11
TO OBTAIN ATIME DOMAIN DECODED SIGNAL

END
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Fig.11

ANALYZING AN INPUT SIGNAL - Sa1
BY A MULTI-DIVISION QMF FILTERBANK —wd
|
SYNTHESIZING HALF COEFFICIENTS IN LOW FREQEUNCIES BY
A QMF FILTERBANK TO OBTAIN A DOWN-SAMPLED TIME - Sa2
DOMAIN SIGNAL INCLUDING ONLY LOW FREQUECY CONMPONENTS
l
ENCODING THE DOWN-SAMPLED TIME DOMAIN SIGNAL

TO OBTAIN AN ENCODED BIT STREAM -Sald
l
PERFORMING SBR ENCODING Sa4
ON A SIGNAL [N A QMF DOMAIN —od
|
OBTAINING TEMPORAL ENVELOPE INFORMATION | o4
OF THE SIGNAL IN QMF DOMAIN e
1

OBTAINING AN ENVELOPE SHAPE PARAMETER BY Sen
USING THE TEMPORAL ENVELOPE INFORMATION |

|

MULTIPLEXING THE ENVELOPE SHAPE PARAMETER,
THE ENCODED BIT STREAM, - Sal

AND SBR SUPPLEMENTARY INFORMATION,
AND QUTPUTTING A MULTIPLEXED BIT STREAM

( Enp )
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—~ 310

PROGCESSING A SIGNAL IN QMF DOMAIN INCLUDING THE
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I

~ 513

FLATTENINGTHE TEMPORAL ENVELOPE
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FROM THE LINEAR PREDICTION FILTER UNIT
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Fig.34
(START)

DECODING AN ENCODED BIT STREAM [~ 8b1

ANALYZING A DéCODED SIGNAL | Shy
BY AMULT- DIVISEON QMF FILTERBANK

GENERATING ASIGNAL IN QMF DOMAIN - Sh5
QF HIGH FREQUENCY COMPONENTS

SELECTING TIME SLOTS ON WHIf‘ HLi NE)\R PRELICTION
FILEERING IS PERFORMED, FROMASIGNAL -~ Sl
IN QMF DOMATN OF HIGH FREQUENGY COMPONENTS

—— T e
PERFORKING LINEAR PREDICTION ANALYSTS ON ASTGNAL
N QVF DOMAIN OF THE SELECTED TIME SLOTS TO OBTAN|~- Sh?

LOW FREQUENCY LINEAR F:REDiCTION COEFEICIENTS

ADJUSTING FILTER STRENGTH OF
THELOW FREQUENGY LINEAR PREDICTION CORFFCIENTS b~ Shé
USINGAFILTER STRENGTH PARAMETER

[PERFORING LINEAR PREDICTION ANALYSIS DN A SIGHAL
J QWDOMAIN% EﬁBH FREQU@NCYCOSM ONENTS | Sh3

8ot
10 0BTAN L AR R DICION CCEFFICEATS
OBTAINING TEMPORAL ENVELOPE INFORMATION FERFORNNG LNEAR PREDICTION INVERSE FITERING
OF A SIGNAL N QIE DOMAIN INCLUDING 1~ Gf1 N
A LOW FREQUENCY SIGNAL ON THE SIGNAL IN QN DOMAI OF HIGH FREQUENGY |~ Shd

| GOMPONENTS OF THE SELECTED TIME SLOTS
ADJUSTING THE TEMPORAL S0
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CALCULATING A TEMPORAL ENVELOPE @

BY USING A SIGNAL IN QMF DOMAIN OBTAINED |~ 53
FROM THE HIGH FREQUENCY GENERATING UNIT
I

e
FLATTENING THE TEMPORAL ENVELOPE t~ 574 BYAFRIARY HIGHFREQUENCY 0SNG UNT m
SERFORWING LNEAR PREDICTION FLTERIIG
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T T s
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INCLUDING THF HIGH FREQUENCY COMPONFNTS
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END
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( START )

DECODING AN ENCODED BIT STREAM (~ S

ARALYZING A DECODED SIGVAL S
oY AMULTEDVISION OF FILTERBANK [

GENERATING A BIGNAL IN QMF DOMAIN - Sh5

OF HIGH FREQUENCY COMPORENTS
Q PERrORMINGAPAE\ OFADJIU(?TIN&EBR{JE&%%NCY&)H{F)\RENI\(JI;ERISTICSF -
- s -
OB AL I i DAL OO Y i e SR
ALOW FREQUENCY SIGNAL
T
ADJUSTING _sp
THE TEMPORAL ENVELOPE INFORMATION @
SHAPING A SIGNAL IN QMF DOMAIN OBTAINED
FROM THE LINEAR PRECICTION FILTER UNIT BY USING._ 4 SELECTING TIME SLOTS ON WHICH LINEAR PREDICTION
TENPORAL ENVELGPE INFORMATION OBTAINED FILTERING IS PERFORMED BASED ON TWESLOT ~ | _ Sol
FROMTHE ENVELOPE SHAPF. ADJUSTING UNIT SELECTION INFORMATION OBTAINED L
@ FRDMATEMPORALEN\/ELOPE SHAPING UKIT

PFRFORMING LINEAR L’REDICTIONANF\H\‘SIS ONASIGNAL
Q DOMAN OF THE SELECTED TIME SLOTS TO OBTANI~- Sh?
LOWFREQUENGY LINEAR PREDICTION COEFFICIENTS

ADJUSTING FILTER STRENG'I H OF THE LOW
FREQUENGY LINEAR PREDICTION COEFFICIENTS |~ Shd
USINGAFILTER STRENGTH PARAMETER

O THE S %ﬂ?‘nﬂoﬁﬁ G el By
g t
COMPONENTS Or THE SELECTED TIME S.OTS BY USING I~ §h5
THE LINEAR PREDICTION COEFFlClENTS UBTAINED
FROMTHE FILTER STRENGEH ADJUSTING UNIT
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Fig.39

DECODING AN ENCODED BIT STREAM (-~ Sbf

ANALY7ING A DECODED STGNAL . S0
BY AVULTLDIVISION QUF FILTERBANK |~ Sb2

GENERATING A SIGNAL IN QMF DOMAIN] S5
OF HIGH FREQUENCY COMPONENTS v

SELECTING TIME SLOTS AT WHICH LINEAR PREDICTION .
FILTERING IS PERFORMED, BASED ONTIME SLOT |~ S
SELECTION lN "ORVAFION

PERFORUING LINEAR PREDICTIONA\IALYSIS{)NASIGNAL
IN QMF DOMAN GF THE SELECTED TIHE SLOTS TO OBTAINF~ Sh2
LOWFREQUENCY INEAR PREDICTION COEFFCENTS

ADJUSTIN G FILTER STRENuTH OF THE LOW FREQUENGY
INEAR PREDICTION COEFFICIENTS ~Shé
USING AFILTER STRENGTH PARANETER

PERFORVING LINEAR PREDICTONANALYSE ONA SO
NQUHF AN OF HGHFRECUENGYCOIPORENTS |, .o
@ OF THE SELECTED TE SLOTS 10
- OBTAIN LINEARPREDICTEONCOEFFICIENTS
OBTANING TEHPORALENVELQTE NFORMAT REORWING LINEAR PREDECTION TWERSE FILTERING
OFASISNALIN QM{,E@}‘;”YM DOING 81 |G A B SO DL e QUMY - S
ALOWFREQ COMPONENTS OF THE SELECTED TIME SLOTS
ABIUSTING ) @
THE TEMPORAL ENVELOPE INFORMATION
ALCUATNGATENPORA, FVELOPEEY USHG
N N OE DOWAN OBTARED. - 613 @
EROMTE N FREQUENCY GENERATING UNIT

PERFORMING A PART OF ADJUSTING FREQUENCY

I b
FLATTENNG THE TEVPORALENVELOPE - 4 4% MR RECURNS D e ey~ S

PERFORMING LINEAR PFEDICT!ON FIC TERING ON

THE SIGNAL [N, GMF DOMAN OF HIGH FREQUENGY

GOMPONENTS OF THE SEL CTEDﬂMESLOTSBYuszNGm-ShS

THE LINEAR PREDICTION COEFFICIENTS ORTAINED
FROMTHE FLTER STRENGTH ABJUSTING UNIT

SHAPING A SIGNAL IN OMF DOMAIN OBTAINED
FROM THE LINEAR PREDICTION FILTER UNIT BY USING St
EMPORAL ENVELOPE INFORMATION OBTAINE
FROM THE ENVELGPE SHAPE ADJUSTING UNIT

PERFORMING THE REMAINING OFADJUSTIPGF UENCY
CHARAGTERISTICS AND TONALITY OF HIGH FREQUENCY MPONENTs«SmZ
BY ASECONDARY HIGH FREQUENCY ADJUSTING UNIT

ADDING SIGNALS IN QM{' DOMAIN INCL ING
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THELOW FRFQUENCY COMPONEN 15

PROGESSING A 81 GN/\L 1N QMF DOMAIN
INCLUDING THE HIGH I'REQUFNCY COMPONFNTS
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END




US 9,064,500 B2

Sheet 40 of 50

Jun. 23, 2015

U.S. Patent

s A AL
sz~ S [F]wdodvEl <
¢ mu & sz:o#mig
ww/ IR NOISE/NDD| Iz
FZ~ NOILYWHONI [«
/y AU NFATAdNS
¥
1IN NN SISATINY |
ONLLSNrav [, | “NolDIad -
17~} HLONZNIS VAN =
EEIRE] AONZNGSHA MOT 5| 2
T _‘u\m T 17 2 &
~ LAY . =
ST~ oNI[03iFq [* =
FONVHD TS < | 7
< m
1IN 2 e
e ONILOT1ISke g [
LO7S JALL 9 %
pte < =4
| : A 1
THNOIS =e | @
TAQIAION IRTSSATA | 5
. iy | MOLDIO3 |y m! 5
9ZZ [N sNiLSnray zzmm%%z% | =
ININCCK0D < " =
THNEIS ‘
| TOANGNL 3 L ey
< o ] mNM INFONLSray] [ I ] [ONGeECd] | o m HI)
Z O e INBNOHOD || BUSTIOY L] FSHNI " Led oMM e d o L LedONIA003T
D2 THEGHSNYALE 1NN SHIIOH] o 10035 TOOAAN | FORANRY | AN Tl ’ 300
e B N A e P A . A P =
O oNE03 _\\ ¥ZZ elz Lz Bz 27 az N
o P N 1A ~p
o ug Wz £ee

oy Bid



U.S. Patent Jun. 23,2015 Sheet 41 of 50 US 9,064,500 B2

DECODING AN ENCODED BIT STREAM |~ Sh1i

ANALYZING ADECODED SITGNAL ] Sh
BY AMULTEDIVISION QU FILTERBANK

GENERATING A SIGNAL IN OMF DOMAIN Sh5
OF HIGH FREQUENCY COMPONENTS

SELECIING TIME SLOTS ON WHICH LINEAR PREDICTION
FILTERING 13 B

RFORMED, FROMASIONAL |~
I QAF DOMA OF FHiGH FREQUENCY COMPONENTS Shi

PERFOPB(J)ING HNEAR PRED[CTION ANALYSIS ONASIGNAL
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LOWFREQUERCY LINEAR PREDICTID COEFFICIENTS Sh2

ADJUSTING FILTER STRENGTH OF THELOW
FREQUENGY LINEAR PREDICTION COEFRCIENTS (~ Shd
USINGAFILTER STRENGTH PARAMETER
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{ START )
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1
SPEECH DECODING SYSTEM WITH
TEMPORAL ENVELOP SHAPING AND
HIGH-BAND GENERATION

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/243,015, filed Sep. 23, 2011, which is a
continuation of PCT/JP2010/056077, filed Apr. 2, 2010,
which claims the benefit of the filing date under 35 U.S.C.
§119(e) of JP2009-091396, filed Apr. 3, 2009; JP2009-
146831, filed Jun. 19, 2009; JP2009-162238, filed Jul. 8,
2009; and JP2010-004419, filed Jan. 12, 2010; all of which
are incorporated herein by reference.

TECHNICAL FIELD

The present invention relates to a speech encoding/decod-
ing system that includes a speech encoding device, a speech
decoding device, a speech encoding method, a speech decod-
ing method, a speech encoding program, and a speech decod-
ing program.

BACKGROUND ART

Speech and audio coding techniques for compressing the
amount of data of signals into a few tenths by removing
information not required for human perception by using psy-
choacoustics are extremely important in transmitting and
storing signals. Examples of widely used perceptual audio
coding techniques include “MPEG4 AAC” standardized by
“ISO/IEC MPEG™.

SUMMARY OF INVENTION

Temporal Envelope Shaping (TES) is a technique utilizing
the fact that a signal on which decorrelation has not yet been
performed has a less distorted temporal envelope. However,
in a decoder such as a Spectral Band Replication (SBR)
decoder, the high frequency component of a signal may be
copied from the low frequency component of the signal.
Accordingly, it may not be possible to obtain a less distorted
temporal envelope with respect to the high frequency com-
ponent. A speech encoding/decoding system may provide a
method of analyzing the high frequency component of an
input signal in an SBR encoder, quantizing the linear predic-
tion coefficients obtained as a result of the analysis, and
multiplexing them into a bit stream to be transmitted. This
method allows the SBR decoder to obtain linear prediction
coefficients including information with less distorted tempo-
ral envelope of the high frequency component. However, in
some cases, a large amount of information may be required to
transmit the quantized linear prediction coefficients, thereby
significantly increasing the bit rate of the whole encoded bit
stream. The speech encoding/decoding system also provides
a reduction in the occurrence of pre-echo and post-echo
which may improve the subjective quality of the decoded
signal, without significantly increasing the bit rate in the
bandwidth extension technique in the frequency domain rep-
resented by SBR.

The speech encoding/decoding system may include a
speech encoding device for encoding a speech signal. In one
embodiment, the speech encoding device includes: a proces-
sor, a core encoding unit executable with the processor to
encode a low frequency component of the speech signal; a
temporal envelope supplementary information calculating
unit executable with the processor to calculate temporal enve-
lope supplementary information to obtain an approximation
of'a temporal envelope of a high frequency component of the
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speech signal by using a temporal envelope of the low fre-
quency component of the speech signal; and bit stream mul-
tiplexing unit executable with the processor to generate a bit
stream in which at least the low frequency component
encoded by the core encoding unit and the temporal envelope
supplementary information calculated by the temporal enve-
lope supplementary information calculating unit are multi-
plexed.

In the speech encoding device of the speech encoding/
decoding system, the temporal envelope supplementary
information preferably represents a parameter indicating a
sharpness of variation in the temporal envelope of the high
frequency component of the speech signal in a predetermined
analysis interval.

The speech encoding device may further include a fre-
quency transform unit executable with the processor to trans-
form the speech signal into a frequency domain, and the
temporal envelope supplementary information calculating is
further executable to calculate the temporal envelope supple-
mentary information based on high frequency linear predic-
tion coefficients obtained by performing linear prediction
analysis in a frequency direction on coefficients in high fre-
quencies of the speech signal transformed into the frequency
domain by the frequency transform unit.

In the speech encoding device of the speech encoding/
decoding system, the temporal envelope supplementary
information calculating unit may be further executable to
perform linear prediction analysis in a frequency direction on
coefficients in low frequencies of the speech signal trans-
formed into the frequency domain by the frequency transform
unit to obtain low frequency linear prediction coefficients.
The temporal envelope supplementary information calculat-
ing unit may also be executable to calculate the temporal
envelope supplementary information based on the low fre-
quency linear prediction coefficients and the high frequency
linear prediction coefficients.

In the speech encoding device of the speech encoding/
decoding system, the temporal envelope supplementary
information calculating unit may be further executable to
obtain at least two prediction gains from at least each of the
low frequency linear prediction coefficients and the high fre-
quency linear prediction coefficients. The temporal envelope
supplementary information calculating unit may also be
executable to calculate the temporal envelope supplementary
information based on magnitudes of the at least two predic-
tion gains.

In the speech encoding device of the speech encoding/
decoding system, the temporal envelope supplementary
information calculating unit may also be executed to separate
the high frequency component from the speech signal, obtain
temporal envelope information represented in a time domain
from the high frequency component, and calculate the tem-
poral envelope supplementary information based on a mag-
nitude of temporal variation of the temporal envelope infor-
mation.

In the speech encoding device of the speech encoding/
decoding system, the temporal envelope supplementary
information may include differential information for obtain-
ing high frequency linear prediction coefficients by using low
frequency linear prediction coefficients obtained by perform-
ing linear prediction analysis in a frequency direction on the
low frequency component of the speech signal.

The speech encoding device of the speech encoding/de-
coding system may further include a frequency transform unit
executable with a processor to transform the speech signal
into a frequency domain. The temporal envelope supplemen-
tary information calculating unit may be further executable to
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perform linear prediction analysis in a frequency direction on
each of the low frequency component and the high frequency
component of the speech signal transformed into the fre-
quency domain by the frequency transform unit to obtain low
frequency linear prediction coefficients and high frequency
linear prediction coefficients. The temporal envelope supple-
mentary information calculating unit may also be executable
to obtain the differential information by obtaining a differ-
ence between the low frequency linear prediction coefficients
and the high frequency linear prediction coefficients.

In the speech encoding device of the speech encoding/
decoding system, the differential information may represent
differences between linear prediction coefficients. The linear
prediction coefficients may be represented in any one or more
domains that include LSP (Linear Spectrum Pair), ISP (Im-
mittance Spectrum Pair), LSF (Linear Spectrum Frequency),
ISF (Immittance Spectrum Frequency), and PARCOR coet-
ficients.

A speech encoding device of the speech encoding/decod-
ing system may include a plurality of units executable with a
processor. The speech encoding device may be for encoding
a speech signal and in one embodiment may include: a core
encoding unit for encoding a low frequency component of the
speech signal; a frequency transform unit for transforming
the speech signal to a frequency domain; a linear prediction
analysis unit for performing linear prediction analysis in a
frequency direction on coefficients in high frequencies of the
speech signal transformed into the frequency domain by the
frequency transform unit to obtain high frequency linear pre-
diction coefficients; a prediction coefficient decimation unit
for decimating the high frequency linear prediction coeffi-
cients obtained by the linear prediction analysis unit in a
temporal direction; a prediction coefficient quantizing unit
for quantizing the high frequency linear prediction coeffi-
cients decimated by the prediction coefficient decimation
unit; and a bit stream multiplexing unit for generating a bit
stream in which at least the low frequency component
encoded by the core encoding unit and the high frequency
linear prediction coefficients quantized by the prediction
coefficient quantizing unit are multiplexed.

A speech decoding device of the speech encoding/decod-
ing system is a speech decoding device for decoding an
encoded speech signal and may include: a processor; a bit
stream separating unit executable by the processor to separate
a bit stream that includes the encoded speech signal into an
encoded bit stream and temporal envelope supplementary
information. The bit stream may be received from outside the
speech decoding device. The speech decoding device may
further include a core decoding unit executable with the pro-
cessor to decode the encoded bit stream separated by the bit
stream separating unit to obtain a low frequency component;
a frequency transform unit executable with the processor to
transform the low frequency component obtained by the core
decoding unit to a frequency domain; a high frequency gen-
erating unit executable with the processor to generate a high
frequency component by copying the low frequency compo-
nent transformed into the frequency domain by the frequency
transform unit from low frequency bands to high frequency
bands; a low frequency temporal envelope calculation unit
executable with the processor to calculate the low frequency
component transformed into the frequency domain by the
frequency transform unit to obtain temporal envelope infor-
mation; a temporal envelope adjusting unit executable with
the processor to adjust the temporal envelope information
obtained by the low frequency temporal envelope analysis
unit by using the temporal envelope supplementary informa-
tion, and a temporal envelope shaping unit executable with
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the processor to shape a temporal envelope of the high fre-
quency component generated by the high frequency generat-
ing unit by using the temporal envelope information adjusted
by the temporal envelope adjusting unit.

The speech decoding device of the speech encoding/de-
coding system may further include a high frequency adjusting
unit executable with the processor to adjust the high fre-
quency component, and the frequency transform unit may be
a filter bank, such as a 64-division quadrature mirror filter
(QMF) filter bank with real or complex coefficients, and the
frequency transform unit, the high frequency generating unit,
and the high frequency adjusting unit may operate based on a
decoder, such as a Spectral Band Replication (SBR) decoder
for “MPEG4 AAC” defined in “ISO/IEC 14496-3".

In the speech decoding device of the speech encoding/
decoding system the low frequency temporal envelope analy-
sis unit may be executed to perform linear prediction analysis
in a frequency direction on the low frequency component
transformed into the frequency domain by the frequency
transform unit to obtain low frequency linear prediction coef-
ficients, the temporal envelope adjusting unit may be
executed to adjust the low frequency linear prediction coef-
ficients by using the temporal envelope supplementary infor-
mation, and the temporal envelope shaping unit may be
executed to perform linear prediction filtering in a frequency
direction on the high frequency component in the frequency
domain generated by the high frequency generating unit, by
using linear prediction coefficients adjusted by the temporal
envelope adjusting unit, to shape a temporal envelope of a
speech signal.

In the speech decoding device of the speech encoding/
decoding system the low frequency temporal envelope analy-
sis unit may be executed to obtain temporal envelope infor-
mation of a speech signal by obtaining power of each time slot
of the low frequency component transformed into the fre-
quency domain by the frequency transform unit, the temporal
envelope adjusting unit may be executed to adjust the tempo-
ral envelope information by using the temporal envelope
supplementary information, and the temporal envelope shap-
ing unit may be executed to convolve the high frequency
component in the frequency domain generated by the high
frequency generating unit to shape a temporal envelope of a
high frequency component with the adjusted temporal enve-
lope information.

In the speech decoding device of the speech encoding/
decoding system the low frequency temporal envelope analy-
sis unit may be executed to obtain temporal envelope infor-
mation of a speech signal by obtaining at least one power
value of each filterbank, such as a QMF subband sample of
the low frequency component transformed into the frequency
domain by the frequency transform unit, the temporal enve-
lope adjusting unit may be executed to adjust the temporal
envelope information by using the temporal envelope supple-
mentary information, and the temporal envelope shaping unit
may be executed to shape a temporal envelope of a high
frequency component by multiplying the high frequency
component in the frequency domain generated by the high
frequency generating unit by the adjusted temporal envelope
information.

In the speech decoding device of the speech encoding/
decoding system, the temporal envelope supplementary
information may represent a filter strength parameter used for
adjusting strength of linear prediction coefficients. In the
speech decoding device of the speech encoding/decoding
system, the temporal envelope supplementary information
may represent a parameter indicating magnitude of temporal
variation of the temporal envelope information.
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In the speech decoding device of the speech encoding/
decoding system, the temporal envelope supplementary
information may include differential information of linear
prediction coefficients with respect to the low frequency lin-
ear prediction coefficients.

In the speech decoding device of the speech encoding/
decoding system, the differential information may represent
differences between linear prediction coefficients. The linear
prediction coefficients may be represented in any one or more
domains that include LSP (Linear Spectrum Pair), ISP (Im-
mittance Spectrum Pair), LSF (Linear Spectrum Frequency),
ISF (Immittance Spectrum Frequency), and PARCOR coet-
ficient.

In the speech decoding device of the speech encoding/
decoding system the low frequency temporal envelope analy-
sis unit may be executable to perform linear prediction analy-
sis in a frequency direction on the low frequency component
transformed into the frequency domain by the frequency
transform unit to obtain the low frequency linear prediction
coefficients, and obtain power of each time slot of the low
frequency component in the frequency domain to obtain tem-
poral envelope information of a speech signal, the temporal
envelope adjusting unit may be executed to adjust the low
frequency linear prediction coefficients by using the temporal
envelope supplementary information and adjust the temporal
envelope information by using the temporal envelope supple-
mentary information, and the temporal envelope shaping unit
may be executed to perform linear prediction filtering in a
frequency direction on the high frequency component in the
frequency domain generated by the high frequency generat-
ing unit by using the linear prediction coefficients adjusted by
the temporal envelope adjusting unit to shape a temporal
envelope of a speech signal, and shape a temporal envelope of
the high frequency convolving the high frequency component
in the frequency domain with the temporal envelope informa-
tion adjusted by the temporal envelope adjusting unit.

In the speech decoding device of the speech encoding/
decoding system the low frequency temporal envelope analy-
sis unit may be executable to perform linear prediction analy-
sis in a frequency direction on the low frequency component
transformed into the frequency domain by the frequency
transform unit to obtain the low frequency linear prediction
coefficients, and obtain temporal envelope information of a
speech signal by obtaining power of each filterbank sample,
such as a QMF subband sample, of the low frequency com-
ponent in the frequency domain, the temporal envelope
adjusting unit may be executed to adjust the low frequency
linear prediction coefficients by using the temporal envelope
supplementary information and adjust the temporal envelope
information by using the temporal envelope supplementary
information, and the temporal envelope shaping unit may be
executed to perform linear prediction filtering in a frequency
direction on a high frequency component in the frequency
domain generated by the high frequency generating unit by
using linear prediction coefficients adjusted by the temporal
envelope adjusting unit to shape a temporal envelope of a
speech signal, and shape a temporal envelope of the high
frequency component by multiplying high frequency compo-
nent in the frequency domain by the adjusted temporal enve-
lope information.

In the speech decoding device of the speech encoding/
decoding system, the temporal envelope supplementary
information preferably represents a parameter indicating both
filter strength of linear prediction coefficients and a magni-
tude of temporal variation of the temporal envelope informa-
tion.
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A speech decoding device of the speech encoding/decod-
ing system is a speech decoding device that includes a plu-
rality of units executable with a processor for decoding an
encoded speech signal. In one embodiment, the speech
decoding device may include: a bit stream separating unit for
separating a bit stream from outside the speech decoding
device that includes the encoded speech signal into an
encoded bit stream and linear prediction coefficients, a linear
prediction coefficients interpolation/extrapolation unit for
interpolating or extrapolating the linear prediction coeffi-
cients in a temporal direction, and a temporal envelope shap-
ing unit for performing linear prediction filtering in a fre-
quency direction on a high frequency component represented
in a frequency domain by using linear prediction coefficients
interpolated or extrapolated by the linear prediction coeffi-
cients interpolation/extrapolation unit to shape a temporal
envelope of a speech signal.

A speech encoding method of the speech encoding/decod-
ing system may use a speech encoding device for encoding a
speech signal. The method includes: a core encoding step in
which the speech encoding device encodes a low frequency
component of the speech signal; a temporal envelope supple-
mentary information calculating step in which the speech
encoding device calculates temporal envelope supplementary
information for obtaining an approximation of a temporal
envelope of a high frequency component of the speech signal
by using a temporal envelope of a low frequency component
of the speech signal; and a bit stream multiplexing step in
which the speech encoding device generates a bit stream in
which at least the low frequency component encoded in the
core encoding step and the temporal envelope supplementary
information calculated in the temporal envelope supplemen-
tary information calculating step are multiplexed.

A speech encoding method of the speech encoding/decod-
ing system may use a speech encoding device for encoding a
speech signal. The method including: a core encoding step in
which the speech encoding device encodes a low frequency
component of the speech signal; a frequency transform step in
which the speech encoding device transforms the speech
signal into a frequency domain; a linear prediction analysis
step in which the speech encoding device obtains high fre-
quency linear prediction coefficients by performing linear
prediction analysis in a frequency direction on coefficients in
high frequencies of the speech signal transformed into the
frequency domain in the frequency transform step; a predic-
tion coefficient decimation step in which the speech encoding
device decimates the high frequency linear prediction coeffi-
cients obtained in the linear prediction analysis step in a
temporal direction; a prediction coefficient quantizing step in
which the speech encoding device quantizes the high fre-
quency linear prediction coefficients decimated in the predic-
tion coefficient decimation step; and a bit stream multiplexing
step in which the speech encoding device generates a bit
stream in which at least the low frequency component
encoded in the core encoding step and the high frequency
linear prediction coefficients quantized in the prediction coef-
ficients quantizing step are multiplexed.

A speech decoding method of the speech encoding/decod-
ing system may use a speech decoding device for decoding an
encoded speech signal. The method may include: a bit stream
separating step in which the speech decoding device separates
a bit stream from outside the speech decoding device that
includes the encoded speech signal into an encoded bit stream
and temporal envelope supplementary information; a core
decoding step in which the speech decoding device obtains a
low frequency component by decoding the encoded bit
stream separated in the bit stream separating step; a frequency
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transform step in which the speech decoding device trans-
forms the low frequency component obtained in the core
decoding step into a frequency domain; a high frequency
generating step in which the speech decoding device gener-
ates a high frequency component by copying the low fre-
quency component transformed into the frequency domain in
the frequency transform step from a low frequency band to a
high frequency band; a low frequency temporal envelope
analysis step in which the speech decoding device obtains
temporal envelope information by analyzing the low fre-
quency component transformed into the frequency domain in
the frequency transform step; a temporal envelope adjusting
step in which the speech decoding device adjusts the temporal
envelope information obtained in the low frequency temporal
envelope analysis step by using the temporal envelope
supplementary information; and a temporal envelope shaping
step in which the speech decoding device shapes a temporal
envelope of the high frequency component generated in the
high frequency generating step by using the temporal enve-
lope information adjusted in the temporal envelope adjusting
step.

A speech decoding method of the speech encoding/decod-
ing system may use a speech decoding device for decoding an
encoded speech signal. The method may include: a bit stream
separating step in which the speech decoding device separates
a bit stream including the encoded speech signal into an
encoded bit stream and linear prediction coefficients. The bit
stream received from outside the speech decoding device.
The method may also include a linear prediction coefficient
interpolating/extrapolating step in which the speech decoding
device interpolates or extrapolates the linear prediction coef-
ficients in a temporal direction; and a temporal envelope
shaping step in which the speech decoding device shapes a
temporal envelope of a speech signal by performing linear
prediction filtering in a frequency direction on a high fre-
quency component represented in a frequency domain by
using the linear prediction coefficients interpolated or
extrapolated in the linear prediction coefficient interpolating/
extrapolating step.

The speech encoding/decoding system may also include an
embodiment of a speech encoding program stored in a non-
transitory computer readable medium. The speech encoding/
decoding system may cause a computer, or processor, to
execute instructions included in the computer readable
medium. The computer readable medium includes: instruc-
tions to cause a core encoding unit to encode a low frequency
component of the speech signal; instructions to cause a tem-
poral envelope supplementary information calculating unit to
calculate temporal envelope supplementary information to
obtain an approximation of a temporal envelope of a high
frequency component of the speech signal by using a tempo-
ral envelope of the low frequency component of the speech
signal; and instructions to cause a bit stream multiplexing unit
to generate a bit stream in which at least the low frequency
component encoded by the core encoding unit and the tem-
poral envelope supplementary information calculated by the
temporal envelope supplementary information calculating
unit are multiplexed.

The speech encoding/decoding system may also include an
embodiment of a speech encoding program stored in a non-
transitory computer readable medium, which may cause a
computer, or processor, to execute instructions included in the
computer readable medium that include: instructions to cause
a core encoding unit to encode a low frequency component of
the speech signal; instructions to cause a frequency transform
unit to transform the speech signal into a frequency domain;
instructions to cause a linear prediction analysis unit to per-
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form linear prediction analysis in a frequency direction on
coefficients in high frequencies of the speech signal trans-
formed into the frequency domain by the frequency transform
unit to obtain high frequency linear prediction coefficients;
instruction to cause a prediction coefficient decimation unit to
decimate the high frequency linear prediction coefficients
obtained by the linear prediction analysis unit in a temporal
direction; instructions to cause a prediction coefficient quan-
tizing unit to quantize the high frequency linear prediction
coefficients decimated by the prediction coefficient decima-
tion unit; and instructions to cause a bit stream multiplexing
unit to generate a bit stream in which at least the low fre-
quency component encoded by the core encoding unit and the
high frequency linear prediction coefficients quantized by the
prediction coefficient quantizing unit are multiplexed.

The speech encoding/decoding system may also include an
embodiment of a speech decoding program stored in a non-
transitory computer readable medium. The image encoding/
decoding system may cause a computer, or processor, to
execute instructions included in the computer readable
medium. The computer readable medium includes: instruc-
tion to cause a bit stream separating unit to separate a bit
stream that include the encoded speech signal into an encoded
bit stream and temporal envelope supplementary informa-
tion. The bit stream received from outside the computer read-
able medium. The computer readable medium may also
include instructions to cause a core decoding unit to decode
the encoded bit stream separated by the bit stream separating
unit to obtain a low frequency component; instructions to
cause a frequency transform unit to transform the low fre-
quency component obtained by the core decoding unit into a
frequency domain; instructions to cause a high frequency
generating unit to generate a high frequency component by
copying the low frequency component transformed into the
frequency domain by the frequency transform unit from a low
frequency band to a high frequency band; instructions to
cause a low frequency temporal envelope analysis unit to
analyze the low frequency component transformed into the
frequency domain by the frequency conversion unit to obtain
temporal envelope information; instruction to cause a tempo-
ral envelope adjusting unit to adjust the temporal envelope
information obtained by the low frequency temporal envelope
analysis unit by using the temporal envelope supplementary
information; and instructions to cause a temporal envelope
shaping unit to shape a temporal envelope of the high fre-
quency component generated by the high frequency generat-
ing unit by using the temporal envelope information adjusted
by the temporal envelope adjusting unit.

The speech encoding/decoding system may also include an
embodiment of a speech decoding program stored in a non-
transitory computer readable medium. The image encoding/
decoding system may cause a computer, or processor, to
execute instructions included in the computer readable
medium. The computer readable medium includes: instruc-
tions to cause a bit steam separating unit to separate a bit
stream that includes the encoded speech signal into an
encoded bit stream and a linear prediction coefficients. The
bit stream received from outside the computer readable
medium. The computer readable medium also including
instruction to cause a linear prediction coefficients interpola-
tion/extrapolation unit to interpolate or extrapolate the linear
prediction coefficient in a temporal direction; and instruc-
tions to cause a temporal envelope shaping unit to perform
linear prediction filtering in a frequency direction on a high
frequency component represented in a frequency domain by
using linear prediction coefficients interpolated or extrapo-
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lated by the linear prediction coefficient interpolation/ex-
trapolation unit to shape a temporal envelope of a speech
signal.

In an embodiment of the speech encoding/decoding sys-
tem, the computer readable medium may also include instruc-
tion to cause the temporal envelope shaping unit to adjust at
least one power value of a high frequency component
obtained as a result of the linear prediction filtering. The at
least power value adjusted by the temporal envelope shaping
unit after performance of the linear prediction filtering in the
frequency direction on the high frequency component in the
frequency domain generated by the high frequency generat-
ing unit. The at least one power value is adjusted to a value
equivalent to that before the linear prediction filtering.

Inan embodiment of the speech encoding/decoding system
the computer readable medium further includes instructions
to cause the temporal envelope shaping unit, after performing
the linear prediction filtering in the frequency direction on the
high frequency component in the frequency domain gener-
ated by the high frequency generating unit, to adjust power in
a certain frequency range of a high frequency component
obtained as a result of the linear prediction filtering to a value
equivalent to that before the linear prediction filtering.

In an embodiment of the speech encoding/decoding sys-
tem, the temporal envelope supplementary information may
be a ratio of a minimum value to an average value of the
adjusted temporal envelope information.

In an embodiment of the speech encoding/decoding sys-
tem, the computer readable medium further includes instruc-
tions to cause the temporal envelope shaping unit to shape a
temporal envelope of the high frequency component by mul-
tiplying the temporal envelope whose gain is controlled by
the high frequency component in the frequency domain. The
temporal envelope of the high frequency component shaped
by the temporal envelope shaping unit after controlling a gain
of the adjusted temporal envelope so that power of the high
frequency component in the frequency domain in an SBR
envelope time segment is equivalent before and after shaping
of the temporal envelope.

In the speech encoding/decoding system, the computer
readable medium further includes instructions to cause the
low frequency temporal envelope analysis unit to obtain at
least one power value of each QMF subband sample of the
low frequency component transformed to the frequency
domain by the frequency transform unit, and obtains temporal
envelope information represented as a gain coefficient to be
multiplied by each of the QMF subband samples, by normal-
izing the power of each of the QMF subband samples by using
average power in an SBR envelope time segment.

The speech encoding/decoding system may also include an
embodiment of a speech decoding device for decoding an
encoded speech signal. The speech decoding device includ-
ing a plurality of units executable with a processor. The
speech decoding device may include: a core decoding unit
executable to obtain a low frequency component by decoding
a bit stream that includes the encoded speech signal. The bit
stream received from outside the speech decoding device.
The speech decoding device may also include a frequency
transform unit executable to transform the low frequency
component obtained by the core decoding unit into a fre-
quency domain; a high frequency generating unit executable
to generate a high frequency component by copying the low
frequency component transformed into the frequency domain
by the frequency transform unit from a low frequency band to
a high frequency band; a low frequency temporal envelope
analysis unit executable to analyze the low frequency com-
ponent transformed into the frequency domain by the fre-
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quency transform unit to obtain temporal envelope informa-
tion; a temporal envelope supplementary information
generating unit executable to analyze the bit stream to gener-
ate temporal envelope supplementary information; a tempo-
ral envelope adjusting unit executable to adjust the temporal
envelope information obtained by the low frequency temporal
envelope analysis unit by using the temporal envelope supple-
mentary information; and a temporal envelope shaping unit
executable to shape a temporal envelope of the high fre-
quency component generated by the high frequency generat-
ing unit by using the temporal envelope information adjusted
by the temporal envelope adjusting unit.

The speech decoding device of the speech encoding/de-
coding system of one embodiment may also include a pri-
mary high frequency adjusting unit and a secondary high
frequency adjusting unit, both corresponding to the high fre-
quency adjusting unit. The primary high frequency adjusting
unit is executable to perform a process including a part of a
process corresponding to the high frequency adjusting unit.
The temporal envelope shaping unit is executable to shape a
temporal envelope of an output signal of the primary high
frequency adjusting unit. The secondary high frequency
adjusting unit executable to perform a process not executed
by the primary high frequency adjusting unit among pro-
cesses corresponding to the high frequency adjusting unit.
The process performed on an output signal of the temporal
envelope shaping unit, and the secondary high frequency
adjusting unit as an addition process of a sinusoid during SBR
decoding.

The speech encoding/decoding system is configured to
reduce the occurrence of pre-echo and post-echo and the
subjective quality of a decoded signal can be improved with-
out significantly increasing the bit rate in a bandwidth exten-
sion technique in the frequency domain, such as the band-
width extension technique represented by SBR.

Other systems, methods, features and advantages will be,
or will become, apparent to one with skill in the art upon
examination of the following figures and detailed description.
It is intended that all such additional systems, methods, fea-
tures and advantages be included within this description, be
within the scope of the invention, and be protected by the
following claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram illustrating an example of a speech
encoding device according to a first embodiment;

FIG. 2 is a flowchart to describe an example operation of
the speech encoding device according to the first embodi-
ment;

FIG. 3 is a diagram illustrating an example of a speech
decoding device according to the first embodiment;

FIG. 4 is a flowchart to describe an example operation of
the speech decoding device according to the first embodi-
ment;

FIG. 5 is a diagram illustrating an example of a speech
encoding device according to a first modification of the first
embodiment;

FIG. 6 is a diagram illustrating an example of a speech
encoding device according to a second embodiment;

FIG. 7 is aflowchart to describe an example of operation of
the speech encoding device according to the second embodi-
ment;

FIG. 8 is a diagram illustrating an example of a speech
decoding device according to the second embodiment;
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FIG. 9 is a flowchart to describe an example operation of
the speech decoding device according to the second embodi-
ment;

FIG. 10 is a diagram illustrating an example of a speech
encoding device according to a third embodiment;

FIG. 11 is a flowchart to describe an example operation of
the speech encoding device according to the third embodi-
ment;

FIG. 12 is a diagram illustrating an example of a speech
decoding device according to the third embodiment;

FIG. 13 is a flowchart to describe an example operation of
the speech decoding device according to the third embodi-
ment;

FIG. 14 is a diagram illustrating an example of a speech
decoding device according to a fourth embodiment;

FIG. 15 is a diagram illustrating an example of a speech
decoding device according to a modification of the fourth
embodiment;

FIG. 16 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 17 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 16;

FIG. 18 is a diagram illustrating an example of a speech
decoding device according to another modification of the first
embodiment;

FIG. 19 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the first embodiment illustrated in FIG. 18;

FIG. 20 is a diagram illustrating an example of a speech
decoding device according to another modification of the first
embodiment;

FIG. 21 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the first embodiment illustrated in FIG. 20;

FIG. 22 is a diagram illustrating an example of a speech
decoding device according to a modification of the second
embodiment;

FIG. 23 is aflowchart to describe an operation of the speech
decoding device according to the modification of the second
embodiment illustrated in FIG. 22;

FIG. 24 is a diagram illustrating an example of a speech
decoding device according to another modification of the
second embodiment;

FIG. 25 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the second embodiment illustrated in FIG. 24;

FIG. 26 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 27 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 26;

FIG. 28 is a diagram of an example of a speech decoding
device according to another modification of the fourth
embodiment;

FIG. 29 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 28;

FIG. 30 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 31 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;
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FIG. 32 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 31;

FIG. 33 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 34 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 33;

FIG. 35 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 36 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 35;

FIG. 37 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 38 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 39 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 38;

FIG. 40 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 41 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 40;

FIG. 42 is a diagram illustrating an example of a speech
decoding device according to another modification of the
fourth embodiment;

FIG. 43 is a flowchart to describe an example operation of
the speech decoding device according to the modification of
the fourth embodiment illustrated in FIG. 42;

FIG. 44 is a diagram illustrating an example of a speech
encoding device according to another modification of the first
embodiment;

FIG. 45 is a diagram illustrating an example of a speech
encoding device according to still another modification of the
first embodiment;

FIG. 46 is a diagram illustrating an example of a speech
encoding device according to a modification of the second
embodiment;

FIG. 47 is a diagram illustrating an example of a speech
encoding device according to another modification of the
second embodiment;

FIG. 48 is a diagram illustrating an example of a speech
encoding device according to the fourth embodiment;

FIG. 49 is a diagram illustrating an example of a speech
encoding device according to a modification of the fourth
embodiment; and

FIG. 50 is a diagram illustrating an example of a speech
encoding device according to another modification of the
fourth embodiment.

DESCRIPTION OF EMBODIMENTS

Preferable embodiments of a speech encoding/decoding
system are described below in detail with reference to the
accompanying drawings. In the description of the drawings,
elements that are the same are labeled with the same reference
symbols, and the duplicated description thereof is omitted, if
applicable.

A bandwidth extension technique for generating high fre-
quency components by using low frequency components of
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speech may be used as a method for improving the perfor-
mance of speech encoding and obtaining a high speech qual-
ity at a low bit rate. Examples of bandwidth extension tech-
niques include SBR (Spectral Band Replication) techniques,
such as the SBR techniques used in “MPEG4 AAC”. In SBR
techniques, a high frequency component may be generated by
transforming a signal into a spectral region by using a filter-
bank, such as a QMF (Quadrature Mirror Filter) filterbank
and copying spectral coefficients between frequency bands,
such as from a low frequency band to a high frequency band
with respect to the transformed signal. In addition, the high
frequency component may be adjusted by adjusting the spec-
tral envelope and tonality of the copied coefficients. A speech
encoding method using the bandwidth extension technique
can reproduce the high frequency components of a signal by
using only a small amount of supplementary information.
Thus, it may be effective in reducing the bit rate of speech
encoding.

In a bandwidth extension technique in the frequency
domain, such as a bandwidth extension technique represented
by SBR, the spectral envelope and tonality of the spectral
coefficients represented in the frequency domain may be
adjusted. Adjustment of the spectral envelope and tonality of
the spectral coefficients may include, for example, perform-
ing gain adjustment, performing linear prediction inverse fil-
tering in a temporal direction, and superimposing noise on the
spectral coefficient. As a result of this adjustment process,
upon encoding a signal having a large variation in temporal
envelope, such as a speech signal, hand-clapping, or casta-
nets, a reverberation noise called a pre-echo or a post-echo
may be perceived in the decoded signal. The pre-echo or the
post-echo may be caused because the temporal envelope of
the high frequency component is transformed during the
adjustment process, and in many cases, the temporal envelope
is smoother after the adjustment process than before the
adjustment process. The temporal envelope of the high fre-
quency component after the adjustment process may not
match with the temporal envelope of the high frequency com-
ponent of an original signal before being encoded, thereby
causing the pre-echo and post-echo.

A similar situation to that of the pre-echo and post-echo
may also occur in multi-channel audio coding using a para-
metric process, such as the multi-channel audio encoding
represented by “MPEG Surround” or a Parametric Stereco. A
decoder used in multi-channel audio coding may include
means for performing decorrelation on a decoded signal
using a reverberation filter. However, the temporal envelope
of'the signal being transformed during the decorrelation may
be subject to degradation of a reproduction signal similar to
that of the pre-echo and post-echo. Techniques such as a TES
(Temporal Envelope Shaping) technique may be used to
minimize these effects. In techniques such as the TES tech-
nique, a linear prediction analysis may be performed in a
frequency direction on a signal represented in a QMF domain
on which decorrelation has not yet been performed to obtain
linear prediction coefficients, and, using the linear prediction
coefficients, linear prediction synthesis filtering may be per-
formed in the frequency direction on the signal on which
decorrelation has been performed. This process allows the
technique to extract the temporal envelope of a signal on
which decorrelation has not yet been performed, and in accor-
dance with the extracted temporal envelope, adjust the tem-
poral envelope of the signal on which decorrelation has been
performed. Because the signal on which decorrelation has not
yet been performed has a less distorted temporal envelope, the
temporal envelope of the signal on which decorrelation has
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been performed is adjusted to a less distorted shape, thereby
obtaining a reproduction signal in which the pre-echo and
post-echo is improved.

First Embodiment

FIG. 1 is a diagram illustrating an example of a speech
encoding device 11 included in the speech encoding/decod-
ing system according to a first embodiment. The speech
encoding device 11 may be a computing device or computer,
including for example software, hardware, or a combination
of hardware and software, as described later, capable of per-
forming the described functionality. The speech encoding
device 11 may be one or more separate systems or devices,
may be one or more systems or devices included in the speech
encoding/decoding system, or may be combined with other
systems or devices within the speech encoding/decoding sys-
tem. In other examples, fewer or additional blocks may be
used to illustrate the functionality of the speech encoding
device 11. In the illustrated example, the speech encoding
device 11 may physically include a central processing unit
(CPU) or processor, and a memory. The memory may include
any form of data storage, such as read only memory (ROM),
or a random access memory (RAM) providing a non-transi-
tory recording medium, computer readable medium and/or
memory. In addition, the speech encoding device may include
other hardware, such as a communication device, a user inter-
face, and the like, which are not illustrated. The CPU may
integrally control the speech encoding device 11 by loading
and executing a predetermined computer program, instruc-
tions, or code (such as a computer program for performing
processes illustrated in the flowchart of FIG. 2) stored in a
computer readable medium or memory, such as a built-in
memory of the speech encoding device 11, such as ROM
and/or RAM. A speech encoding program as described later
may be stored in and provided from a non-transitory record-
ing medium, computer readable medium and/or memory.
Instructions in the form of computer software, firmware, data
orany other form of computer code and/or computer program
readable by a computer within the speech encoding and
decoding system may be stored in the non-transitory record-
ing medium. During operation, the communication device of
the speech encoding device 11 may receive a speech signal to
be encoded from outside the speech encoding device 11, and
output an encoded multiplexed bit stream to the outside of the
speech encoding device 11.

The speech encoding device 11 functionally may include a
frequency transform unit 1la (frequency transform unit), a
frequency inverse transform unit 15, a core codec encoding
unit 1¢ (core encoding unit), an SBR encoding unit 1d, a
linear prediction analysis unit 1e (temporal envelope supple-
mentary information calculating unit), a filter strength param-
eter calculating unit 1f (temporal envelope supplementary
information calculating unit), and a bit stream multiplexing
unit 1g (bit stream multiplexing unit). The frequency trans-
form unit 1a to the bit stream multiplexing unit 1g of the
speech encoding device 11 illustrated in FIG. 1 are functions
realized when the CPU of the speech encoding device 11
executes computer program stored in the memory of the
speech encoding device 11. The CPU of the speech encoding
device 11 may sequentially, or in parallel, execute processes
(such as the processes from Step Sal to Step Sa7) illustrated
in the example flowchart of FI1G. 2, by executing the computer
program (or by using the frequency transform unit 1a to the
bit stream multiplexing unit 1g illustrated in FIG. 1). Various
types of data required to execute the computer program and
various types of data generated by executing the computer
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program are all stored in the memory such as the ROM and the
RAM of the speech encoding device 11. The functionality
included in the speech encoding device 11 may be units. The
term “unit” or “units” may be defined to include one or more
executable parts of the speech encoding/decoding system. As
described herein, the units are defined to include software,
hardware or some combination thereof executable by the
processor. Software included in the units may include instruc-
tions stored in the memory or computer readable medium that
are executable by the processor, or any other processor. Hard-
ware included in the units may include various devices, com-
ponents, circuits, gates, circuit boards, and the like that are
executable, directed, and/or controlled for performance by
the processor.

The frequency transform unit 1a analyzes an input signal
received from outside the speech encoding device 11 via the
communication device of the speech encoding device 11 by
using a multi-division filter bank, such as a QMF filterbank.
In the following example a QMF filterbank is described, in
other examples, other forms of multi-division filter bank are
possible. Using a QMF filter bank, the input signal may be
analyzed to obtain a signal q (k, r) in a QMF domain (process
at Step Sal). It is noted that k (0O<k=63) is an index in a
frequency direction, and r is an index indicating a time slot.
The frequency inverse transform unit 15 may synthesize a
predetermined quantity, such as a half of the coefficients on
the low frequency side in the signal of the QMF domain
obtained by the frequency transform unit 1la by using the
QMF filterbank to obtain a down-sampled time domain signal
that includes only low-frequency components of the input
signal (process at Step Sa2). The core codec encoding unit 1¢
encodes the down-sampled time domain signal to obtain an
encoded bit stream (process at Step Sa3). The encoding per-
formed by the core codec encoding unit 1¢ may be based on
a speech coding method, such as a speech coding method
represented by a prediction method, such as a CELP (Code
Excited Linear Prediction) method, or may be based on a
transformation coding represented by coding method, such as
AAC (Advanced Audio Coding) or a TCX (Transform Coded
Excitation) method.

The SBR encoding unit 1d receives the signal in the QMF
domain from the frequency transform unit 1a, and performs
SBR encoding based on analyzing aspects of the signal such
as power, signal change, tonality, and the like of the high
frequency components to obtain SBR supplementary infor-
mation (process at Step Sad). Examples of QMF analysis
frequency transform and SBR encoding are described in, for
example, “3GPP TS 26.404: Enhanced aacPlus encoder
Spectral Band Replication (SBR) part”.

The linear prediction analysis unit 1e receives the signal in
the QMF domain from the frequency transform unit 1a, and
performs linear prediction analysis in the frequency direction
on the high frequency components of the signal to obtain high
frequency linear prediction coefficients a, (n, r) (1=n=sN)
(process at Step Sa5). It is noted that N is a linear prediction
order. The index r is an index in a temporal direction for a
sub-sample of the signals in the QMF domain. A covariance
method or an autocorrelation method may be used for the
signal linear prediction analysis. The linear prediction analy-
sis to obtain a; (n, r) is performed on the high frequency
components that satisfy k, <k=63 in q (k, r). It is noted that k,_
is a frequency index corresponding to an upper limit fre-
quency of the frequency band encoded by the core codec
encoding unit 1¢. The linear prediction analysis unit 1e may
also perform linear prediction analysis on low frequency
components different from those analyzed when a,, (n, r) are
obtained to obtain low frequency linear prediction coeffi-
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cients a; (n, r) different from a; (n, r) (linear prediction
coefficients according to such low frequency components
correspond to temporal envelope information, and may be
similar in the first embodiment to the later described embodi-
ments). The linear prediction analysis to obtain a; (n, r) is
performed on low frequency components that satisfy O<k<k .
The linear prediction analysis may also be performed on a
part of the frequency band included in a section of O<k<k,.

The filter strength parameter calculating unit 1f, for
example, utilizes the linear prediction coefficients obtained
by the linear prediction analysis unit le to calculate a filter
strength parameter (the filter strength parameter corresponds
to temporal envelope supplementary information and may be
similar in the first embodiment to later described embodi-
ments) (process at Step Sa6). A prediction gain G.(r) is first
calculated from a, (n, r). One example method for calculating
the prediction gain is, for example, described in detail in
“Speech Coding, Takehiro Moriya, The Institute of Electron-
ics, Information and Communication Engineers”. In other
examples, other methods for calculating the prediction gain
are possible. If a; (n, r) has been calculated, a prediction gain
G;(r) is calculated similarly. The filter strength parameter
K(r) is a parameter that increases as G(r) is increased, and
for example, can be obtained according to the following
expression (1). Here, max (a, b) indicates the maximum value
ofaandb, and min (a, b) indicates the minimum value ofaand
b.

K(r)=max(0,min(1,GH(r)-1)) (€8]

If G;(r) has been calculated, K(r) can be obtained as a
parameter that increases as G(r) is increased, and decreases
as G, (r) is increased. In this case, for example, K can be
obtained according to the following expression (2).

K(r)=max(0,min(1, GH(»)/GL(r)-1)) 2)

K(r) is a parameter indicating the strength of a filter for
adjusting the temporal envelope of the high frequency com-
ponents during the SBR decoding. A value of the prediction
gain with respect to the linear prediction coefficients in the
frequency direction is increased as the variation of the tem-
poral envelope of a signal in the analysis interval becomes
sharp. K(r) is a parameter for instructing a decoder to
strengthen the process for sharpening variation of the tempo-
ral envelope of the high frequency components generated by
SBR, with the increase of its value. K(r) may also be a param-
eter for instructing a decoder (such as a speech decoding
device 21) to weaken the process for sharpening the variation
of the temporal envelope of the high frequency components
generated by SBR, with the decrease of the value of K(r), or
may include a value for not executing the process for sharp-
ening the variation of the temporal envelope. Instead of trans-
mitting K(r) to each time slot, K(r) representing a plurality of
time slots may be transmitted. To determine the segment of
the time slots in which the same value of K(r) is shared,
information on time borders of SBR envelope (SBR envelope
time border) included in the SBR supplementary information
may be used.

K(r) is transmitted to the bit stream multiplexing unit 1g
after being quantized. It is preferable to calculate K(r) repre-
senting the plurality of time slots, for example, by calculating
an average of K(r) of a plurality of time slots r before quan-
tization is performed. To transmit K(r) representing the plu-
rality of time slots, K(r) may also be obtained from the analy-
sis result of the entire segment formed of the plurality of time
slots, instead of independently calculating K(r) from the
result of analyzing each time slot such as the expression (2).
In this case, K(r) may be calculated, for example, according to
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the following expression (3). Here, mean (*) indicates an
average value in the segment of the time slots represented by
K(p).

K(r)=max(0,min(1,mean(G(r)mean(G,())-1))) 3)

K(r) may be exclusively transmitted with inverse filter
mode information such as inverse filter mode information
included in the SBR supplementary information as described,
for example, in “ISO/IEC 14496-3 subpart 4 General Audio
Coding”. In other words, K(r) is not transmitted for the time
slots for which the inverse filter mode information in the SBR
supplementary Information is transmitted, and the inverse
filter mode information (such as inverse filter mode informa-
tion bs#invf#mode in “ISO/IEC 14496-3 subpart 4 General
Audio Coding”) in the SBR supplementary information need
not be transmitted for the time slot for which K(r) is trans-
mitted. Information indicating that either K(r) or the inverse
filter mode information included in the SBR supplementary
information is transmitted may also be added. K(r) and the
inverse filter mode information included in the SBR supple-
mentary information may be combined to handle as vector
information, and perform entropy coding on the vector. In this
case, the combination of K(r) and the value of the inverse filter
mode information included in the SBR supplementary infor-
mation may be restricted.

The bit stream multiplexing unit 1g may multiplex at least
two of the encoded bit stream calculated by the core codec
encoding unit 1¢, the SBR supplementary information calcu-
lated by the SBR encoding unit 1d, and K(r) calculated by the
filter strength parameter calculating unit 1f, and outputs a
multiplexed bit stream (encoded multiplexed bit stream)
through the communication device of the speech encoding
device 11 (process at Step Sa7).

FIG. 3 is a diagram illustrating an example speech decod-
ing device 21 according to the first embodiment of the speech
encoding/decoding system. The speech decoding device 21
may be a computing device or computer, including for
example software, hardware, or a combination of hardware
and software, as described later, capable of performing the
described functionality. The speech decoding device 21 may
be one or more separate systems or devices, may be one or
more systems or devices included in the speech encoding/
decoding system, or may be combined with other systems or
devices within the speech encoding/decoding system. In
other examples, fewer or additional blocks may be used to
illustrate the functionality of the speech decoding device 21.
Inthe illustrated example, the speech decoding device 21 may
physically include a CPU, a memory. As described later, the
memory may include any form of data storage, such as a read
only memory (ROM), or a random access memory (RAM)
providing a non-transitory recording medium, computer
readable medium and/or memory. In addition, the speech
decoding device 21 may include other hardware, such as a
communication device, a user interface, and the like, which
are not illustrated. The CPU may integrally control the speech
decoding device 21 by loading and executing a predetermined
computer program, instructions, or code (such as a computer
program for performing processes illustrated in the example
flowchart of FIG. 4) stored in a computer readable medium or
memory, such as a built-in memory of the speech decoding
device 21, such as ROM and/or RAM. A speech decoding
program as described later may be stored in and provided
from a non-transitory recording medium, computer readable
medium and/or memory. Instructions in the form of computer
software, firmware, data or any other form of computer code
and/or computer program readable by a computer within the
speech encoding and decoding system may be stored in the
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non-transitory recording medium. During operation, the
communication device of the speech decoding device 21 may
receive the encoded multiplexed bit stream output from the
speech encoding device 11, a speech encoding device 11a of
a modification 1, which will be described later, a speech
encoding device of a modification 2, which will be described
later, or any other device capable of generating an encoded
multiplexed bit stream output, and outputs a decoded speech
signal to outside the speech decoding device 21. The speech
decoding device 21, as illustrated in FIG. 3, functionally
includes a bit stream separating unit 2a (bit stream separating
unit), a core codec decoding unit 24 (core decoding unit), a
frequency transform unit 2¢ (frequency transform unit), a low
frequency linear prediction analysis unit 2d (low frequency
temporal envelope analysis unit), a signal change detecting
unit 2e, a filter strength adjusting unit 2f (temporal envelope
adjusting unit), a high frequency generating unit 2g (high
frequency generating unit), a high frequency linear prediction
analysis unit 2/, a linear prediction inverse filter unit 27, a high
frequency adjusting unit 27 (high frequency adjusting unit), a
linear prediction filter unit 24 (temporal envelope shaping
unit), a coefficient adding unit 2m, and a frequency inverse
conversion unit 2z. The bit stream separating unit 2a to the
frequency inverse transform unit 27 of the speech decoding
device 21 illustrated in FIG. 3 are functions that may be
realized when the CPU of the speech decoding device 21
executes the computer program stored in memory of the
speech decoding device 21. The CPU of the speech decoding
device 21 may sequentially or in parallel execute processes
(such as the processes from Step Sb1 to Step Sb11) illustrated
in the example flowchart of FI1G. 4, by executing the computer
program (or by using the bit stream separating unit 2a to the
frequency inverse transform unit 2z illustrated in the example
of FIG. 3). Various types of data required to execute the
computer program and various types of data generated by
executing the computer program are all stored in memory
such as the ROM and the RAM of the speech decoding device
21. The functionality included in the speech decoding device
21 may be units. The term “unit” or “units” may be defined to
include one or more executable parts of the speech encoding/
decoding system. As described herein, the units are defined to
include software, hardware or some combination thereof
executable by the processor. Software included in the units
may include instructions stored in the memory or computer
readable medium that are executable by the processor, or any
other processor. Hardware included in the units may include
various devices, components, circuits, gates, circuit boards,
and the like that are executable, directed, and/or controlled for
performance by the processor.

The bit stream separating unit 2a separates the multiplexed
bit stream supplied through the communication device of the
speech decoding device 21 into a filter strength parameter,
SBR supplementary information, and the encoded bit stream.
The core codec decoding unit 25 decodes the encoded bit
stream received from the bit stream separating unit 2a to
obtain a decoded signal including only the low frequency
components (process at Step Sb1). At this time, the decoding
method may be based on a speech coding method, such as the
speech encoding method represented by the CELP method, or
may be based on audio coding such as the AAC or the TCX
(Transform Coded Excitation) method.

The frequency transform unit 2¢ analyzes the decoded
signal received from the core codec decoding unit 256 by using
the multi-division QMF filter bank to obtain a signal q .. (k,
r) in the QMF domain (process at Step Sb2). It is noted that k
(0=k=63) is an index in the frequency direction, and r is an



US 9,064,500 B2

19

index indicating an index for the sub-sample of the signal in
the QMF domain in the temporal direction.

The low frequency linear prediction analysis unit 2d per-
forms linear prediction analysis in the frequency direction on
9uee (&, 1) of each time slot r, obtained from the frequency
transform unit 2¢, to obtain low frequency linear prediction
coefficients a,_ (n, r) (process at Step Sb3). The linear pre-
diction analysis is performed for a range of 0<k<k, corre-
sponding to a signal bandwidth of the decoded signal
obtained from the core codec decoding unit 24. The linear
prediction analysis may be performed on a part of frequency
band included in the section of O<k<k_.

The signal change detecting unit 2e detects the temporal
variation of the signal in the QMF domain received from the
frequency transform unit 2¢, and outputs it as a detection
result T(r). The signal change may be detected, for example,
by using the method described below.

1. Short-term power p(r) of a signal in the time slot r is
obtained according to the following expression (4).

63 (C)]
P = > Naecths DI

k=0

2. An envelope p,, (r) obtained by smoothing p(r) is
obtained according to the following expression (5). It is noted
that o is a constant that satisfies O<a<1.

®

3. T(r) is obtained according to the following expression
(6) by using p(r) and p,,,(r), where f is a constant.

Tr)y=max(Lp(r) (Bp o (7)) Q)

The methods described above are simple examples for
detecting the signal change based on the change in power, and
the signal change may be detected by using other more
sophisticated methods. In addition, the signal change detect-
ing unit 2e may be omitted.

The filter strength adjusting unit 2f adjusts the filter
strength with respect to a . (n, r) obtained from the low
frequency linear prediction analysis unit 24 to obtain adjusted
linear prediction coefficients a, ; (n, r), (process at Step Sb4).
The filter strength is adjusted, for example, according to the
following expression (7), by using a filter strength parameter
K received through the bit stream separating unit 2a.

P 1= Pon (r-1)+(1-)p(r)

@ g1, 1)=0 4o (1, 7) K(r)"(1=n=N) (7

If'an output T(r) is obtained from the signal change detect-
ing unit 2e, the strength may be adjusted according to the
following expression (8).

Aaqf(17) =0 o1, 7) (K(r) T(r))"(1=n=N) ®)

The high frequency generating unit 2g copies the signal in
the QMF domain obtained from the frequency transform unit
2¢ from the low frequency band to the high frequency band to
generate a signal q,,,, (k, r) in the QMF domain of the high
frequency components (process at Step Sb5). The high fre-
quency components may be generated, for example, accord-
ing to the HF generation method in SBR in “MPEG4 AAC”
(“ISO/IEC 14496-3 subpart 4 General Audio Coding™).

The high frequency linear prediction analysis unit 2/ per-
forms linear prediction analysis in the frequency direction on
Qerp (k, 1) of each of the time slots r generated by the high
frequency generating unit 2g to obtain high frequency linear
prediction coefficients a,,,, (n, r) (process at Step Sb6). The
linear prediction analysis is performed for a range ofk, <k=63
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corresponding to the high frequency components generated
by the high frequency generating unit 2g.

The linear prediction inverse filter unit 2; performs linear
prediction inverse filtering in the frequency direction on a
signal in the QMF domain of the high frequency band gener-
ated by the high frequency generating unit 2g, using a,,,,, (n, 1)
as coefficients (process at Step Sb7). The transfer function of
the linear prediction inverse filter can be expressed as the
following expression (9).

N )
f@=1+ Z Qerp(R, T

n=1

The linear prediction inverse filtering may be performed
from a coefficient ata lower frequency towards a coefficient at
a higher frequency, or may be performed in the opposite
direction. The linear prediction inverse filtering is a process
for temporarily flattening the temporal envelope of the high
frequency components, before the temporal envelope shaping
is performed at the subsequent stage, and the linear prediction
inverse filter unit 2; may be omitted. It is also possible to
perform linear prediction analysis and inverse filtering on
outputs from the high frequency adjusting unit 27, which will
be described later, by the high frequency linear prediction
analysis unit 2/ and the linear prediction inverse filter unit 2/,
instead of performing linear prediction analysis and inverse
filtering on the high frequency components of the outputs
from the high frequency generating unit 2g. The linear pre-
diction coefficients used for the linear prediction inverse fil-
tering may also be a;,.(n, r) or a,,, (n, r), instead of a,,,, (n, 1).
The linear prediction coefficients used for the linear predic-
tion inverse filtering may also be linear prediction coefficients

(n, r) obtained by performing filter strength adjust-
ment on a,,, (n, r). The strength adjustment is performed
according to the following expression (10), similar to that
when a__. (n, r) is obtained.

Aoxp,ady

adj

@ i adf( F) = (1,7 K(r)"(151=N) (10)

The high frequency adjusting unit 2; adjusts the frequency
characteristics and tonality of the high frequency components
of an output from the linear prediction inverse filter unit 2/
(process at Step Sb8). The adjustment may be performed
according to the SBR supplementary information received
from the bit stream separating unit 2a. The processing by the
high frequency adjusting unit 2j may be performed according
to any form of frequency and tone adjustment process, such as
according to “HF adjustment” step in SBR in “MPEG4
AAC”, and may be adjusted by performing linear prediction
inverse filtering in the temporal direction, the gain adjust-
ment, and the noise addition on the signal in the QMF domain
of'the high frequency band. Examples of processes similar to
those described in the steps described above are described in
“ISO/IEC 14496-3 subpart 4 General Audio Coding”. The
frequency transform unit 2¢, the high frequency generating
unit 2g, and the high frequency adjusting unit 2/ may all
operate similarly or according to the SBR decoder in
“MPEG4 AAC” defined in “ISO/TEC 14496-3”.

The linear prediction filter unit 24 performs linear predic-
tion synthesis filtering in the frequency direction on a high
frequency components q,, (n, r) of a signal in the QMF
domain output from the high frequency adjusting unit 27, by
using a,; (n, ) obtained from the filter strength adjusting unit
2f (process at Step Sb9). The transfer function in the linear
prediction synthesis filtering can be expressed as the follow-
ing expression (11).
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n=1

By performing the linear prediction synthesis filtering, the
linear prediction filter unit 2% transforms the temporal enve-
lope of the high frequency components generated based on
SBR.

The coefficient adding unit 2m adds a signal in the QMF
domain including the low frequency components output from
the frequency transform unit 2¢ and a signal in the QMF
domain including the high frequency components output
from the linear prediction filter unit 2%, and outputs a signal in
the QMF domain including both the low frequency compo-
nents and the high frequency components (process at Step
Sb10).

The frequency inverse transform unit 2z processes the
signal in the QMF domain obtained from the coefficients
adding unit 2m by using a QMF synthesis filter bank. Accord-
ingly, a time domain decoded speech signal including both
the low frequency components obtained by the core codec
decoding and the high frequency components generated by
SBR and whose temporal envelope is shaped by the linear
prediction filter is obtained, and the obtained speech signal is
output to outside the speech decoding device 21 through the
built-in communication device (process at Step Sb11). If K(r)
and the inverse filter mode information of the SBR supple-
mentary information described in “ISO/IEC 14496-3 subpart
4 General Audio Coding” are exclusively transmitted, the
frequency inverse transform unit 2z may generate inverse
filter mode information of the SBR supplementary informa-
tion for a time slot to which K(r) is transmitted but the inverse
filter mode information of the SBR supplementary informa-
tion is not transmitted, by using inverse filter mode informa-
tion of the SBR supplementary information with respect to at
least one time slot of the time slots before and after the time
slot. It is also possible to set the inverse filter mode informa-
tion of the SBR supplementary information of the time slot to
a predetermined mode in advance. The frequency inverse
transform unit 2z may generate K(r) for a time slot to which
the inverse filter data of the SBR supplementary information
is transmitted but K(r) is not transmitted, by using K(r) for at
least one time slot of the time slots before and after the time
slot. It is also possible to set K(r) of the time slot to a prede-
termined value in advance. The frequency inverse transform
unit 27 may also determine whether the transmitted informa-
tion is K(r) or the inverse filter mode information of the SBR
supplementary information, based on information indicating
whether K(r) or the inverse filter mode information of the
SBR supplementary information is transmitted.

(Modification 1 of First Embodiment)

FIG. 5 is a diagram illustrating a modification example
(speech encoding device 11a) of the speech encoding device
according to the first embodiment. The speech encoding
device 11a physically includes a CPU, a ROM, a RAM, a
communication device, and the like, which are not illustrated,
and the CPU integrally controls the speech encoding device
11a by loading and executing a predetermined computer pro-
gram stored in a memory of the speech encoding device 11a
such as the ROM into the RAM. The communication device
of'the speech encoding device 11a receives a speech signal to
be encoded from outside the encoding device 11a, and out-
puts an encoded multiplexed bit stream to the outside.

The speech encoding device 11a, as illustrated in FIG. 5,
functionally includes a high frequency inverse transform unit
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14, a short-term power calculating unit 1/ (temporal envelope
supplementary information calculating unit), a filter strength
parameter calculating unit 1f1 (temporal envelope supple-
mentary information calculating unit), and a bit stream mul-
tiplexing unit 1g1 (bit stream multiplexing unit), instead of
the linear prediction analysis unit le, the filter strength
parameter calculating unit 1f; and the bit stream multiplexing
unit 1g of the speech encoding device 11. The bit stream
multiplexing unit 1g1 has the same function as that of 1g. The
frequency transform unit 1a to the SBR encoding unit 14, the
high frequency inverse transform unit 14, the short-term
power calculating unit 1/, the filter strength parameter calcu-
lating unit 11, and the bit stream multiplexing unit 1g1 of the
speech encoding device 11a illustrated in FIG. 5 are functions
realized when the CPU of the speech encoding device 11a
executes the computer program stored in the memory of the
speech encoding device 11a. Various types of data required to
execute the computer program and various types of data gen-
erated by executing the computer program are all stored in the
memory such as the ROM and the RAM of the speech encod-
ing device 11a.

The high frequency inverse transform unit 1% replaces the
coefficients of the signal in the QMF domain obtained from
the frequency transform unit 1awith “0”, which correspond to
the low frequency components encoded by the core codec
encoding unit 1¢, and processes the coefficients by using the
QMF synthesis filter bank to obtain a time domain signal that
includes only the high frequency components. The short-term
power calculating unit 17 divides the high frequency compo-
nents in the time domain obtained from the high frequency
inverse transform unit 1/ into short segments, calculates the
power, and calculates p(r). As an alternative method, the
short-term power may also be calculated according to the
following expression (12) by using the signal in the QMF
domain.

63 12)
pr) =" latk. r?
k=0

The filter strength parameter calculating unit 1/1 detects
the changed portion of p(r), and determines a value of K(r), so
that K(r) is increased with the large change. The value of K(r),
for example, can also be calculated by the same method as
that of calculating T(r) by the signal change detecting unit 2e
of'the speech decoding device 21. The signal change may also
be detected by using other more sophisticated methods. The
filter strength parameter calculating unit 11 may also obtain
short-term power of each of the low frequency components
and the high frequency components, obtain signal changes
Tr(r) and Th(r) of each of the low frequency components and
the high frequency components using the same method as that
of calculating T(r) by the signal change detecting unit 2e of
the speech decoding device 21, and determine the value of
K(r) using these. In this case, for example, K(r) can be
obtained according to the following expression (13), where E
is a constant such as 3.0.

K(ry=max(0,e(Th(»)-1r(r)))

(Modification 2 of First Embodiment)

A speech encoding device (not illustrated) of a modifica-
tion 2 of the first embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
encoding device of the modification 2 by loading and execut-
ing a predetermined computer program stored in a memory of

(13)
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the speech encoding device of the modification 2 such as the
ROM into the RAM. The communication device of the
speech encoding device of the modification 2 receives a
speech signal to be encoded from outside the speech encoding
device, and outputs an encoded multiplexed bit stream to the
outside.

The speech encoding device of the modification 2 func-
tionally includes a linear prediction coefficient differential
encoding unit (temporal envelope supplementary informa-
tion calculating unit) and a bit stream multiplexing unit (bit
stream multiplexing unit) that receives an output from the
linear prediction coefficient differential encoding unit, which
are not illustrated, instead of the filter strength parameter
calculating unit 1f'and the bit stream multiplexing unit 1g of
the speech encoding device 11. The frequency transform unit
1a to the linear prediction analysis unit 1e, the linear predic-
tion coefficient differential encoding unit, and the bit stream
multiplexing unit of the speech encoding device of the modi-
fication 2 are functions realized when the CPU of the speech
encoding device of the modification 2 executes the computer
program stored in the memory of the speech encoding device
of the modification 2. Various types of data required to
execute the computer program and various types of data gen-
erated by executing the computer program are all stored in the
memory such as the ROM and the RAM of the speech encod-
ing device of the modification 2.

The linear prediction coefficient differential encoding unit
calculates differential values a, (n, r) of the linear prediction
coefficients according to the following expression (14), by
using az (n, r) of the input signal and a; (n, r) of the input
signal.

ap(n,py=ag(n,r)-a;(nr)(1<n=N)

The linear prediction coefficient differential encoding unit
then quantizes a, (n, r), and transmits them to the bit stream
multiplexing unit (structure corresponding to the bit stream
multiplexing unit 1g). The bit stream multiplexing unit mul-
tiplexes ap, (n, r) into the bit stream instead of K(r), and
outputs the multiplexed bit stream to outside—the speech
encoding device through the built-in communication device.

A speech decoding device (not illustrated) of the modifi-
cation 2 of the first embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device of the modification 2 by loading and execut-
ing a predetermined computer program stored in memory,
such as a built-in memory of the speech decoding device of
the modification 2 such as the ROM into the RAM. The
communication device of the speech decoding device of the
modification 2 receives the encoded multiplexed bit stream
output from the speech encoding device 11, the speech encod-
ing device 11a according to the modification 1, or the speech
encoding device according to the modification 2, and outputs
a decoded speech signal to the outside of the speech decoder.

The speech decoding device of the modification 2 func-
tionally includes a linear prediction coefficient differential
decoding unit, which is not illustrated, instead of the filter
strength adjusting unit 2f of the speech decoding device 21.
The bit stream separating unit 2a to the signal change detect-
ing unit 2e, the linear prediction coefficient differential
decoding unit, and the high frequency generating unit 2g to
the frequency inverse transform unit 2z of the speech decod-
ing device of the modification 2 are functions realized when
the CPU of the speech decoding device of the modification 2
executes the computer program stored in the memory of the
speech decoding device of the modification 2. Various types
of'data required to execute the computer program and various
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types of data generated by executing the computer program
are all stored in the memory such as the ROM and the RAM
of'the speech decoding device of the modification 2.

The linear prediction coefficient differential decoding unit
obtains a,, (n, r) differentially decoded according to the
following expression (15), by using a; (n, r) obtained from the
low frequency linear prediction analysis unit 24 and a, (n, r)
received from the bit stream separating unit 2a.

g 1= g (nr)+ap(nr),1snsN

(15)

The linear prediction coefficient differential decoding unit
transmits a,;; (n, r) differentially decoded in this manner to
the linear prediction filter unit 2%. a,, (n, r) may be a differen-
tial value in the domain of prediction coefficients as illus-
trated in the expression (14). But, after transforming predic-
tion coefficients to the other expression form such as LSP
(Linear Spectrum Pair), ISP (Immittance Spectrum Pair),
LSF (Linear Spectrum Frequency), ISF (Immittance Spec-
trum Frequency), and PARCOR coefficient, a,, (n, r) may be
a value taking a difference of them. In this case, the differen-
tial decoding also has the same expression form.

Second Embodiment

FIG. 6 is a diagram illustrating an example speech encod-
ing device 12 according to a second embodiment. The speech
encoding device 12 physically includes a CPU, a ROM,; a
RAM, a communication device, and the like, which are not
illustrated, and the CPU integrally controls the speech encod-
ing device 12 by loading and executing a predetermined com-
puter program (such as a computer program for performing
processes illustrated in the flowchart of FIG. 7) stored in a
memory of the speech encoding device 12 such as the ROM
into the RAM, as previously discussed with respect to the first
embodiment. The communication device of the speech
encoding device 12 receives a speech signal to be encoded
from outside the speech encoding device 12, and outputs an
encoded multiplexed bit stream to the outside.

The speech encoding device 12 functionally includes a
linear prediction coefficient decimation unit 1; (prediction
coefficient decimation unit), a linear prediction coefficient
quantizing unit 1% (prediction coefficient quantizing unit),
and a bit stream multiplexing unit 1g2 (bit stream multiplex-
ing unit), instead of the filter strength parameter calculating
unit 1f'and the bit stream multiplexing unit 1g of the speech
encoding device 11. The frequency transform unit 1a to the
linear prediction analysis unit 1e (linear prediction analysis
unit), the linear prediction coefficient decimation unit 1, the
linear prediction coefficient quantizing unit 1%, and the bit
stream multiplexing unit 1g2 of the speech encoding device
12 illustrated in FIG. 6 are functions realized when the CPU
of the speech encoding device 12 executes the computer
program stored in the memory of the speech encoding device
12. The CPU of the speech encoding device 12 sequentially
executes processes (processes from Step Sal to Step Sa5, and
processes from Step Scl to Step Sc3) illustrated in the
example flowchart of FIG. 7, by executing the computer
program (or by using the frequency transform unit 1a to the
linear prediction analysis unit 1e, the linear prediction coef-
ficient decimation unit 1, the linear prediction coefficient
quantizing unit 1%, and the bit stream multiplexing unit 1g2 of
the speech encoding device 12 illustrated in FIG. 6). Various
types of data required to execute the computer program and
various types of data generated by executing the computer
program are all stored in the memory such as the ROM and the
RAM of the speech encoding device 12.
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The linear prediction coefficient decimation unit 1; deci-
mates a (1, r) obtained from the linear prediction analysis
unit 1e in the temporal direction, and transmits a value of a,,
(n, r) for a part of time slot r, and a value of the corresponding
1,, to the linear prediction coefficient quantizing unit 1% (pro-
cess at Step Scl). It is noted that 0=<i<N,, and N, is the
number of time slots in a frame for which ag (n, r) is trans-
mitted. The decimation of the linear prediction coefficients
may be performed at a predetermined time interval, or may be
performed at nonuniform time interval based on the charac-
teristics of az (n, r). For example, a method is possible that
compares G(r) of a, (n, r) in a frame having a certain length,
and makes a, (n, r), of which G,,(r) exceeds a certain value, an
object of quantization. If the decimation interval of the linear
prediction coefficients is a predetermined interval instead of
using the characteristics of a (n, r), a, (n, r) need not be
calculated for the time slot at which the transmission is not
performed.

The linear prediction coefficient quantizing unit 1% quan-
tizes the decimated high frequency linear prediction coeffi-
cients a,, (n, r,) received from the linear prediction coefficient
decimation unit 17 and an indices r, of the corresponding time
slots, and transmits them to the bit stream multiplexing unit
1g2 (process at Step Sc2). As an alternative structure, instead
of quantizing a;, (n, r,), differential values a,, (n, r,) of the
linear prediction coefficients may be quantized as the speech
encoding device according to the modification 2 of the first
embodiment.

The bit stream multiplexing unit 1g2 multiplexes the
encoded bit stream calculated by the core codec encoding unit
1c, the SBR supplementary information calculated by the
SBR encoding unit 14, and indices {r,} of time slots corre-
sponding to a,, (n, r;) being quantized and received from the
linear prediction coefficient quantizing unit 1% into a bit
stream, and outputs the multiplexed bit stream through the
communication device of the speech encoding device 12
(process at Step Sc3).

FIG. 8 is a diagram illustrating an example speech decod-
ing device 22 according to the second embodiment. The
speech decoding device 22 physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device 22 by loading and executing a predetermined
computer program (such as a computer program for perform-
ing processes illustrated in the flowchart of FIG. 9) stored in
a memory of the speech decoding device 22 such as the ROM
into the RAM, as previously discussed. The communication
device of the speech decoding device 22 receives the encoded
multiplexed bit stream output from the speech encoding
device 12, and outputs a decoded speech signal to outside the
speech encoding device 12.

The speech decoding device 22 functionally includes a bit
stream separating unit 2al (bit stream separating unit), a
linear prediction coefficient interpolation/extrapolation unit
2p (linear prediction coefficient interpolation/extrapolation
unit), and a linear prediction filter unit 241 (temporal enve-
lope shaping unit) instead of the bit stream separating unit 2a,
the low frequency linear prediction analysis unit 24, the signal
change detecting unit 2e, the filter strength adjusting unit 2f;
and the linear prediction filter unit 2% of the speech decoding
device 21. The bit stream separating unit 2a1, the core codec
decoding unit 24, the frequency transform unit 2¢, the high
frequency generating unit 2g to the high frequency adjusting
unit 2j, the linear prediction filter unit 241, the coefficient
adding unit 2m, the frequency inverse transform unit 27, and
the linear prediction coefficient interpolation/extrapolation
unit 2p of the speech decoding device 22 illustrated in FIG. 8

20

35

40

45

26

are example functions realized when the CPU of the speech
decoding device 22 executes the computer program stored in
the memory of the speech decoding device 22. The CPU of
the speech decoding device 22 sequentially executes pro-
cesses (processes from Step Sb1 to Step Sd2, Step Sd1, from
Step Sb5 to Step Sh8, Step Sd2, and from Step Sb10 to Step
Sb11) illustrated in the example flowchart of FIG. 9, by
executing the computer program (or by using the bit stream
separating unit 2al, the core codec decoding unit 25, the
frequency transform unit 2¢, the high frequency generating
unit 2g to the high frequency adjusting unit 2j, the linear
prediction filter unit 241, the coefficient adding unit 2m, the
frequency inverse transform unit 27, and the linear prediction
coefficient interpolation/extrapolation unit 2p illustrated in
FIG. 8). Various types of data required to execute the com-
puter program and various types of data generated by execut-
ing the computer program are all stored in the memory such as
the ROM and the RAM of the speech decoding device 22.

The speech decoding device 22 includes the bit stream
separating unit 241, the linear prediction coefficient interpo-
lation/extrapolation unit 2p, and the linear prediction filter
unit 241, instead of the bit stream separating unit 2a, the low
frequency linear prediction analysis unit 24, the signal change
detecting unit 2e, the filter strength adjusting unit 2/, and the
linear prediction filter unit 2% of the speech decoding device
22.

The bit stream separating unit 2al separates the multi-
plexed bit stream supplied through the communication device
of'the speech decoding device 22 into the indices r; of the time
slots corresponding to az (n, r,) being quantized, the SBR
supplementary information, and the encoded bit stream.

The linear prediction coefficient interpolation/extrapola-
tion unit 2p receives the indices r, of the time slots corre-
sponding to a; (n, r,) being quantized from the bit stream
separating unit 2a1, and obtains a,, (n, r) corresponding to the
time slots of which the linear prediction coefficients are not
transmitted, by interpolation or extrapolation (processes at
Step Sd1). The linear prediction coefficient interpolation/
extrapolation unit 2p can extrapolate the linear prediction
coefficients, for example, according to the following expres-
sion (16).

Az, 7)=0" " ay(n,r,0)(1=n=N) (16)

where r,, is the nearest value to r in the time slots {r,} of
which the linear prediction coefficients are transmitted. d is a
constant that satisfies 0<d<1.

The linear prediction coefficient interpolation/extrapola-
tion unit 2p can interpolate the linear prediction coefficients,
for example, according to the following expression (17),

where r,,<r<r,,, , is satisfied.

Fior1 — F (17

ap(n, r) = rap(n, i) + ay(n, rio+1)

Fio+l —Fi Fio+1 — Fio

(1=n=N)

The linear prediction coefficient interpolation/extrapola-
tion unit 2p may transform the linear prediction coefficients
into other expression forms such as LSP (Linear Spectrum
Pair), ISP (Immittance Spectrum Pair), LSF (Linear Spec-
trum Frequency), ISF (Immittance Spectrum Frequency), and
PARCOR coefficient, interpolate or extrapolate them, and
transform the obtained values into the linear prediction coef-
ficients to be used. a,, (n, r) being interpolated or extrapolated
are transmitted to the linear prediction filter unit 241 and used
as linear prediction coefficients for the linear prediction syn-
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thesis filtering, but may also be used as linear prediction
coefficients in the linear prediction inverse filter unit 2i. If a,,
(n, r,) is multiplexed into a bit stream instead of a, (n, r), the
linear prediction coefficient interpolation/extrapolation unit
2p performs the differential decoding similar to that of the
speech decoding device according to the modification 2 of the
first embodiment, before performing the interpolation or
extrapolation process described above.

The linear prediction filter unit 241 performs linear predic-
tion synthesis filtering in the frequency direction on q,; (n, r)
output from the high frequency adjusting unit 27, by using a,
(n, r) being interpolated or extrapolated obtained from the
linear prediction coefficient interpolation/extrapolation unit
2p (process at Step Sd2). A transfer function of the linear
prediction filter unit 241 can be expressed as the following
expression (18). The linear prediction filter unit 241 shapes
the temporal envelope of the high frequency components
generated by the SBR by performing linear prediction syn-
thesis filtering, as the linear prediction filter unit 2% of the
speech decoding device 21.

1 (18)

8(z) = m

L+ 3 auln, nz™

n=

Third Embodiment

FIG. 10 is a diagram illustrating an example speech encod-
ing device 13 according to a third embodiment. The speech
encoding device 13 physically includes a CPU, a ROM, a
RAM, a communication device, and the like, which are not
illustrated, and the CPU integrally controls the speech encod-
ing device 13 by loading and executing a predetermined com-
puter program (such as a computer program for performing
processes illustrated in the flowchart of FIG. 11) stored in a
built-in memory of the speech encoding device 13 such as the
ROM into the RAM, as previously discussed. The communi-
cation device of the speech encoding device 13 receives a
speech signal to be encoded from outside the speech encoding
device, and outputs an encoded multiplexed bit stream to the
outside.

The speech encoding device 13 functionally includes a
temporal envelope calculating unit 1m (temporal envelope
supplementary information calculating unit), an envelope
shape parameter calculating unit 1z (temporal envelope
supplementary information calculating unit), and a bit stream
multiplexing unit 1g3 (bit stream multiplexing unit), instead
of the linear prediction analysis unit le, the filter strength
parameter calculating unit 1f; and the bit stream multiplexing
unit 1g of the speech encoding device 11. The frequency
transform unit 1a to the SBR encoding unit 14, the temporal
envelope calculating unit 1m, the envelope shape parameter
calculating unit 1z, and the bit stream multiplexing unit 1g3
of the speech encoding device 13 illustrated in FIG. 10 are
functions realized when the CPU of the speech encoding
device 13 executes the computer program stored in the built-
in memory of'the speech encoding device 13. The CPU of the
speech encoding device 13 sequentially executes processes
(processes from Step Sal to Step Sa 4 and from Step Sel to
Step Se3) illustrated in the example flowchart of FIG. 11, by
executing the computer program (or by using the frequency
transform unit 1a to the SBR encoding unit 14, the temporal
envelope calculating unit 11, the envelope shape parameter
calculating unit 1z, and the bit stream multiplexing unit 1g3
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of the speech encoding device 13 illustrated in FIG. 10).
Various types of data required to execute the computer pro-
gram and various types of data generated by executing the
computer program are all stored in the built-in memory such
as the ROM and the RAM of the speech encoding device 13.

The temporal envelope calculating unit 11 receives q (k, r),
and for example, obtains temporal envelope information e(r)
of the high frequency components of a signal, by obtaining
the power of each time slot of q (k, r) (process at Step Sel). In
this case, e(r) is obtained according to the following expres-
sion (19).

&
er)= | 3 lgtk, n?
fary

The envelope shape parameter calculating unit 1z receives
e(r) from the temporal envelope calculating unit 1m and
receives SBR envelope time borders {b;} from the SBR
encoding unit 14. It is noted that O<i<Ne, and Ne is the
number of SBR envelopes in the encoded frame. The enve-
lope shape parameter calculating unit 1z obtains an envelope
shape parameter s(i) (O=i<Ne) of each of the SBR envelopes
in the encoded frame according to the following expression
(20) (process at Step Se2). The envelope shape parameter s(i)
corresponds to the temporal envelope supplementary infor-
mation, and is similar in the third embodiment.

a9

biyy -1 (20)

1 —
T D, @ —etr)

T =bi

s=

It is noted that:

@D

where s(i) inthe above expression is a parameter indicating
the magnitude of the variation of e(r) in the i-th SBR envelope
satisfying b,=r<b,, ,, and e(r) has a larger number as the varia-
tion of the temporal envelope is increased. The expressions
(20) and (21) described above are examples of method for
calculating s(i), and for example, s(i) may also be obtained by
using, for example, SMF (Spectral Flatness Measure) of e(r),
a ratio of the maximum value to the minimum value, and the
like. s(i) is then quantized, and transmitted to the bit stream
multiplexing unit 1g3.

The bit stream multiplexing unit 1g3 multiplexes the
encoded bit stream calculated by the core codec encoding unit
1c, the SBR supplementary information calculated by the
SBR encoding unit 14, and s(i) into a bit stream, and outputs
the multiplexed bit stream through the communication device
of'the speech encoding device 13 (process at Step Se3).

FIG. 12 is a diagram illustrating an example speech decod-
ing device 23 according to the third embodiment. The speech
decoding device 23 physically includes a CPU, a ROM,; a
RAM, a communication device, and the like, which are not
illustrated, and the CPU integrally controls the speech decod-
ing device 23 by loading and executing a predetermined com-
puter program (such as a computer program for performing
processes illustrated in the flowchart of FIG. 13) stored in a
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built-in memory of the speech decoding device 23 such as the
ROM into the RAM. The communication device of the
speech decoding device 23 receives the encoded multiplexed
bit stream output from the speech encoding device 13, and
outputs a decoded speech signal to outside of the speech
decoding device 23.

The speech decoding device 23 functionally includes a bit
stream separating unit 242 (bit stream separating unit), a low
frequency temporal envelope calculating unit 2» (low fre-
quency temporal envelope analysis unit), an envelope shape
adjusting unit 2s (temporal envelope adjusting unit), a high
frequency temporal envelope calculating unit 27, a temporal
envelope smoothing unit 2, and a temporal envelope shaping
unit 2v (temporal envelope shaping unit), instead of the bit
stream separating unit 2a, the low frequency linear prediction
analysis unit 24, the signal change detecting unit 2e, the filter
strength adjusting unit 27, the high frequency linear prediction
analysis unit 2/, the linear prediction inverse filter unit 2/, and
the linear prediction filter unit 2k of the speech decoding
device 21. The bit stream separating unit 2a2, the core codec
decoding unit 24 to the frequency transform unit 2¢, the high
frequency generating unit 2g, the high frequency adjusting
unit 2f, the coefficient adding unit 2m, the frequency inverse
transform unit 2, and the low frequency temporal envelope
calculating unit 27 to the temporal envelope shaping unit 2v of
the speech decoding device 23 illustrated in FIG. 12 are
example functions realized when the CPU of the speech
encoding device 23 executes the computer program stored in
the built-in memory of the speech encoding device 23. The
CPU of the speech decoding device 23 sequentially executes
processes (processes from Step Sb1 to Step Sb2, from Step
Sfl to Step Sf2, Step Sb5, from Step Sf3 to Step Sf4, Step
Sb8, Step S5, and from Step Sb10 to Step Sb11)illustrated in
the example flowchart of FIG. 13, by executing the computer
program (or by using the bit stream separating unit 242, the
core codec decoding unit 25 to the frequency transform unit
2¢, the high frequency generating unit 2g, the high frequency
adjusting unit 2/, the coefficient adding unit 2m, the frequency
inverse transform unit 2z, and the low frequency temporal
envelope calculating unit 2 to the temporal envelope shaping
unit 2v of the speech decoding device 23 illustrated in FIG.
12). Various types of data required to execute the computer
program and various types of data generated by executing the
computer program are all stored in the built-in memory such
as the ROM and the RAM of the speech decoding device 23.

The bit stream separating unit 2¢2 separates the multi-
plexed bit stream supplied through the communication device
of the speech decoding device 23 into s(i), the SBR supple-
mentary information, and the encoded bit stream. The low
frequency temporal envelope calculating unit 27 receives q ..
(k, r) including the low frequency components from the fre-
quency transform unit 2¢, and obtains e(r) according to the
following expression (22) (process at Step Sf1).

&
ery= | 3 lgaecth, rI?
=0

The envelope shape adjusting unit 2s adjusts e(r) by using
s(i), and obtains the adjusted temporal envelope information
€,4(r) (process at Step Sf2). e(r) can be adjusted, for example,
according to the following expressions (23) to (25).

€ag (1) eV (e(r)=e@) >
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(otherwise)

Cagi(r)=e(r) 23)
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It is noted that:

biyy -1 (24)
> e
— b
= biy1 = b
byl (25)

v(i) = ﬁ > ety

r=bi

The expressions (23) to (25) described above are examples
of'adjusting method, and the other adjusting method by which
the shape of e ,;,(r) becomes similar to the shape illustrated by
s(i) may also be used.

The high frequency temporal envelope calculating unit 2¢
calculates a temporal envelope e, (r) by using q,,, (k, 1)
obtained from the high frequency generating unit 2g, accord-
ing to the following expression (26) (process at Step S{3).

&
Coxp(r) = k:kalqexp(ka Bls

The temporal envelope flattening unit 2« flattens the tem-
poral envelope of q,,, (k, r) obtained from the high frequency
generating unit 2g according to the following expression (27),
and transmits the obtained signal qg,, (k, r) in the QMF
domain to the high frequency adjusting unit 2; (process at
Step S4).

26)

Gexp(k, 1) (X))

Cexp(r)

Gfiarky 1) =

(ky =k =63)

The flattening of the temporal envelope by the temporal
envelope flattening unit 2u may also be omitted. Instead of
calculating the temporal envelope of the high frequency com-
ponents of the output from the high frequency generating unit
2¢g and flattening the temporal envelope thereof, the temporal
envelope of the high frequency components of an output from
the high frequency adjusting unit 2j may be calculated, and
the temporal envelope thereof may be flattened. The temporal
envelope used in the temporal envelope flattening unit 2z may
also be e,,(r) obtained from the envelope shape adjusting
unit 2s, instead of e, (r) obtained from the high frequency
temporal envelope calculating unit 2z

The temporal envelope shaping unit 2v shapes q,,; (k, r)
obtained from the high frequency adjusting unit 2j by using
€,4(r) obtained from the temporal envelope shaping unit 2v,
and obtains asignal q,,,, ., (k, r) in the QMF domain in which
the temporal envelope is shaped (process at Step Sf5). The
shaping is performed according to the following expression
(28). Qervaqg; (&, 1) is transmitted to the coefficient adding unit
2m as a signal in the QMF domain corresponding to the high
frequency components.

A(hsh=63)

Tomadi (B a7 €ag 28)

Fourth Embodiment

FIG. 14is a diagram illustrating an example speech decod-
ing device 24 according to a fourth embodiment. The speech
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decoding device 24 physically includes a CPU, a ROM, a
RAM, a communication device, and the like, which are not
illustrated, and the CPU integrally controls the speech decod-
ing device 24 by loading and executing a predetermined com-
puter program stored in a built-in memory of the speech
decoding device 24 such as the ROM into the RAM. The
communication device of the speech decoding device 24
receives the encoded multiplexed bit stream output from the
speech encoding device 11 or the speech encoding device 13,
and outputs a decoded speech signal to outside the speech
encoding device.

The speech decoding device 24 functionally includes the
structure of the speech decoding device 21 (the core codec
decoding unit 25, the frequency transform unit 2¢, the low
frequency linear prediction analysis unit 24, the signal change
detecting unit 2e, the filter strength adjusting unit 2f, the high
frequency generating unit 2g, the high frequency linear pre-
diction analysis unit 2/, the linear prediction inverse filter unit
2i, the high frequency adjusting unit 2j, the linear prediction
filter unit 24, the coefficient adding unit 2, and the frequency
inverse transform unit 27) and the structure of the speech
decoding device 23 (the low frequency temporal envelope
calculating unit 27, the envelope shape adjusting unit 2s, and
the temporal envelope shaping unit 2v). The speech decoding
device 24 also includes a bit stream separating unit 2a3 (bit
stream separating unit) and a supplementary information con-
version unit 2w. The order of the linear prediction filter unit 2%
and the temporal envelope shaping unit 2v may be opposite to
that illustrated in FIG. 14. The speech decoding device 24
preferably receives the bit stream encoded by the speech
encoding device 11 or the speech encoding device 13. The
structure of the speech decoding device 24 illustrated in FIG.
14 is a function realized when the CPU of the speech decod-
ing device 24 executes the computer program stored in the
built-in memory of the speech decoding device 24. Various
types of data required to execute the computer program and
various types of data generated by executing the computer
program are all stored in the built-in memory such as the
ROM and the RAM of the speech decoding device 24.

The bit stream separating unit 2a3 separates the multi-
plexed bit stream supplied through the communication device
of'the speech decoding device 24 into the temporal envelope
supplementary information, the SBR supplementary infor-
mation, and the encoded bit stream. The temporal envelope
supplementary information may also be K(r) described in the
first embodiment or s(i) described in the third embodiment.
The temporal envelope supplementary information may also
be another parameter X(r) that is neither K(r) nor s(i).

The supplementary information conversion unit 2w trans-
forms the supplied temporal envelope supplementary infor-
mation to obtain K(r) and s(i). If the temporal envelope
supplementary information is K(r), the supplementary infor-
mation conversion unit 2w transforms K(r) into s(i). The
supplementary information conversion unit 2w may also
obtain, for example, an average value of K(r) in a section of
biSI' <bi+1

K@) 29
and transform the average value represented in the expression
(29) into s(i) by using a predetermined table. If the temporal
envelope supplementary information is s(i), the supplemen-
tary information conversion unit 2w transforms s(i) into K(r).
The supplementary information conversion unit 2w may also
perform the conversion by converting s(i) into K(r), for
example, by using a predetermined table. It is noted that i and
r are associated with each other so as to satisfy the relation-
ship of b,=r<b,, ;.
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If the temporal envelope supplementary information is a
parameter X(r) that is neither s(i) nor K(r), the supplementary
information conversion unit 2w converts X(r) into K(r) and
s(i). It is preferable that the supplementary information con-
version unit 2w converts X(r) into K(r) and s(i), for example,
by using a predetermined table. It is also preferable that the
supplementary information conversion unit 2w transmits X(r)
as a representative value every SBR envelope. The tables for
transforming X(r) into K(r) and s(i) may be different from
each other.

(Modification 3 of First Embodiment)

In the speech decoding device 21 of the first embodiment,
the linear prediction filter unit 2k of the speech decoding
device 21 may include an automatic gain control process. The
automatic gain control process is a process to adjust the power
of the signal in the QMF domain output from the linear
prediction filter unit 24 to the power of the signal in the QMF
domain being supplied. In general, a signal q,,, ., (1, 1) in
the QMF domain whose gain has been controlled is realized
by the following expression.

Po(r) 30)

Pi(r)

Gsyn,pow(lts F) = Gsyn(n, 1)

Here, Py(r) and P,(r) are expressed by the following
expression (31) and the expression (32).

63 (€28
Po(r) = 3" lgagn, )P
n=kx

) (32)
Pir) = ) g, r?

n=kx

By carrying out the automatic gain control process, the
power of the high frequency components of the signal output
from the linear prediction filter unit 2% is adjusted to a value
equivalent to that before the linear prediction filtering. As a
result, for the output signal of the linear prediction filter unit
2k in which the temporal envelope of the high frequency
components generated based on SBR is shaped, the effect of
adjusting the power of the high frequency signal performed
by the high frequency adjusting unit 2j can be maintained.
The automatic gain control process can also be performed
individually on a certain frequency range of the signal in the
QMF domain. The process performed on the individual fre-
quency range can be realized by limiting n in the expression
(30), the expression (31), and the expression (32) within a
certain frequency range. For example, i-th frequency range
can be expressed as F,=n<F, ; (in this case, i is an index
indicating the number of a certain frequency range of the
signal in the QMF domain). F, indicates the frequency range
boundary, and it is preferable that Fibe a frequency boundary
table of an envelope scale factor defined in SBR in “MPEG4
AAC”. The frequency boundary table is defined by the high
frequency generating unit 2g based on the definition of SBR
in “MPEG4 AAC”. By performing the automatic gain control
process, the power of the output signal from the linear pre-
diction filter unit 2% in a certain frequency range of the high
frequency components is adjusted to a value equivalent to that
before the linear prediction filtering. As a result, the eftect for
adjusting the power of the high frequency signal performed
by the high frequency adjusting unit 2; on the output signal
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from the linear prediction filter unit 24 in which the temporal
envelope of the high frequency components generated based
on SBR is shaped, is maintained per unit of frequency range.
The changes made to the present modification 3 of the first
embodiment may also be made to the linear prediction filter
unit 2% of the fourth embodiment.

[Modification 1 of Third Embodiment]

The envelope shape parameter calculating unit 1z in the
speech encoding device 13 of the third embodiment can also
be realized by the following process. The envelope shape
parameter calculating unit 17 obtains an envelope shape
parameter s(i) (0O=i<Ne) according to the following expres-
sion (33) for each SBR envelope in the encoded frame.

s =1 —mln(%] G
ell

It is noted that:
o)

is an average value of e(r) in the SBR envelope, and the
calculation method is based on the expression (21). It is noted
that the SBR envelope indicates the time segment satistying
b,sr<b,, . {b,} are the time borders of the SBR envelopes
included in the SBR supplementary information as informa-
tion, and are the boundaries of the time segment for which the
SBR envelope scale factor representing the average signal
energy in a certain time segment and a certain frequency
range is given. min () represents the minimum value within
the range of b,=r<b,, ,. Accordingly, in this case, the envelope
shape parameter s(i) is a parameter for indicating a ratio of the
minimum value to the average value of the adjusted temporal
envelope information in the SBR envelope. The envelope
shape adjusting unit 2s in the speech decoding device 23 of
the third embodiment may also be realized by the following
process. The envelope shape adjusting unit 2s adjusts e(r) by
using s(i) to obtain the adjusted temporal envelope informa-
tion e, (r). The adjusting method is based on the following
expression (35) or expression (36).

G4

— . (er)—e(d) EN)
() = 1 T
o (1) E(Z)( +S(Z)Em —min(e(r))]

— e 36
caai(r) = ﬁ(l + s(z‘)M] (36)

e(i)

The expression 35 adjusts the envelope shape so that the
ratio of the minimum value to the average value of the
adjusted temporal envelope information e,,(r) in the SBR
envelope becomes equivalent to the value of the envelope
shape parameter s(i). The changes made to the modification 1
of'the third embodiment described above may also be made to
the fourth embodiment.

[Modification 2 of Third Embodiment]

The temporal envelope shaping unit 2v may also use the
following expression instead of the expression (28). As indi-
cated in the expression (37), €, s a04At) 18 Obtained by con-
trolling the gain of the adjusted temporal envelope informa-
tion e, (r), so that the power of q_,,,;; (k.r) maintains that of
4,4 (k.r) within the SBR envelope. As indicated in the expres-
sion (38), in the present modification 2 of the third embodi-
ment, q,,,,4; (K, r) is obtained by multiplying the signal q,;
(k, 1) in the QMF domain by €, .z.Ar) instead of e, ,(r).
Accordingly, the temporal envelope shaping unit 2v can shape
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the temporal envelope of the signal q,,; (k, r) in the QMF
domain, so that the signal power within the SBR envelope
becomes equivalent before and after the shaping of the tem-
poral envelope. It is noted that the SBR envelope indicates the
time segment satisfying b,=r<b,, . {b,} are the time borders
of the SBR envelopes included in the SBR supplementary
information as information, and are the boundaries of the time
segment for which the SBR envelope scale factor represent-
ing the average signal energy of a certain time segment and a
certain frequency range is given. The terminology “SBR
envelope” in the embodiments of the present invention cor-
responds to the terminology “SBR envelope time segment” in
“MPEG4 AAC” defined in “ISO/IEC 14496-3”, and the
“SBR envelope™ has the same contents as the “SBR envelope
time segment” throughout the embodiments.

63 biy1-1 (€)
X 2 |gagth, 0P
[y
Cadjscated (F) = €ai(r) - | — P
Y2 Gagik, 1) eagi(r)?
[y

(hky <k <63,b; <r<byy)
Gemadi (ks 1) = Gagi(Ks 1) Cacscatea (1) (38)

(ky <k <63, b <r<byy)

The changes made to the present modification 2 of the third
embodiment described above may also be made to the fourth
embodiment.

(Modification 3 of Third Embodiment)

The expression (19) may also be the following expression
39).

63 39
(biv1 = b)) Y, lgtk, I
_ £=0
“n= biy -1 63
> 2 gtk NP
b =0

The expression (22) may also be the following expression
(40).

6 (40)
(bir1 — bi)k§0|£1dec(k, nf?

= [—

i1 63 N
2 2 |Gaectk, P
b =0

The expression (26) may also be the following expression

@1).

) 41)
(Bist = b)) X |gexplh, D)
(s

Cexp(r) = B

1 6 »
2 1gexplk, 1)l
k=hx

(R
P
=b;

When the expression (39) and the expression (40) are used,
the temporal envelope information e(r) is information in
which the power of each QMF subband sample is normalized

by the average power in the SBR envelope, and the square root
is extracted. However, the QMF subband sample is a signal
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vector corresponding to the time index “r” in the QMF
domain signal, and is one subsample in the QMF domain. In
all the embodiments of the present invention, the terminology
“time slot” has the same contents as the “QMF subband
sample”. In this case, the temporal envelope information e(r)
is a gain coefficient that should be multiplied by each QMF
subband sample, and the same applies to the adjusted tempo-
ral envelope information e, ,(r).

(Modification 1 of Fourth Embodiment)

A speech decoding device 24a (not illustrated) of a modi-
fication 1 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24a by loading and executing a pre-
determined computer program stored in a built-in memory of
the speech decoding device 24a such as the ROM into the
RAM. The communication device of the speech decoding
device 24a receives the encoded multiplexed bit stream out-
put from the speech encoding device 11 or the speech encod-
ing device 13, and outputs a decoded speech signal to outside
the speech decoding device 24a. The speech decoding device
24a functionally includes a bit stream separating unit 2a4 (not
illustrated) instead of the bit stream separating unit 2a3 of the
speech decoding device 24, and also includes a temporal
envelope supplementary information generating unit 2y (not
illustrated), instead of the supplementary information conver-
sion unit 2w. The bit stream separating unit 2a4 separates the
multiplexed bit stream into the SBR information and the
encoded bit stream. The temporal envelope supplementary
information generating unit 2y generates temporal envelope
supplementary information based on the information
included in the encoded bit stream and the SBR supplemen-
tary information.

To generate the temporal envelope supplementary infor-
mation in a certain SBR envelope, for example, the time width
(b,,;-b,) of the SBR envelope, a frame class, a strength
parameter of the inverse filter, a noise floor, the amplitude of
the high frequency power, a ratio of the high frequency power
to the low frequency power, a autocorrelation coefficient or a
prediction gain of a result of performing linear prediction
analysis in the frequency direction on a low frequency signal
represented in the QMF domain, and the like may be used.
The temporal envelope supplementary information can be
generated by determining K(r) or s(i) based on one or a
plurality of values of the parameters. For example, the tem-
poral envelope supplementary information can be generated
by determining K(r) or s(i) based on (b,,;-b,) so that K(r) or
s(i)is reduced as the time width (b, , -b,) of the SBR envelope
is increased, or K(r) or s(i) is increased as the time width
(b,,;-b,) of the SBR envelope is increased. The similar
changes may also be made to the first embodiment and the
third embodiment.

(Modification 2 of Fourth Embodiment)

A speech decoding device 245 (see FIG. 15) of a modifi-
cation 2 of the fourth embodiment physically includes a CPU,
aROM, aRAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device 245 by loading and executing a predeter-
mined computer program stored in a built-in memory of the
speech decoding device 245 such as the ROM into the RAM.
The communication device of the speech decoding device
24b receives the encoded multiplexed bit stream output from
the speech encoding device 11 or the speech encoding device
13, and outputs a decoded speech signal to outside the speech
decoding device 24b. The example speech decoding device
24b, as illustrated in FIG. 15, includes a primary high fre-
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quency adjusting unit 2j1 and a secondary high frequency
adjusting unit 272 instead of the high frequency adjusting unit
2).

Here, the primary high frequency adjusting unit 2/1 adjusts
a signal in the QMF domain of the high frequency band by
performing linear prediction inverse filtering in the temporal
direction, the gain adjustment, and noise addition, described
in The “HF generation” step and the “HF adjustment” step in
SBR in “MPEG4 AAC”. At this time, the output signal of the
primary high frequency adjusting unit 271 corresponds to a
signal W, in the description in “SBR tool” in “ISO/IEC
14496-3:2005”, clauses 4.6.18.7.6 of “Assembling HF sig-
nals”. The linear prediction filter unit 2% (or the linear predic-
tion filter unit 241) and the temporal envelope shaping unit 2v
shape the temporal envelope of the output signal from the
primary high frequency adjusting unit. The secondary high
frequency adjusting unit 272 performs an addition process of
sinusoid in the “HF adjustment” step in SBR in “MPEG4
AAC”. The process of the secondary high frequency adjust-
ing unit corresponds to a process of generating a signal Y from
the signal W, in the description in “SBR tool” in “ISO/IEC
14496-3:2005”, clauses 4.6.18.7.6 of “Assembling HF sig-
nals”, in which the signal W, is replaced with an output signal
of the temporal envelope shaping unit 2v.

In the above description, only the process for adding sinu-
soid is performed by the secondary high frequency adjusting
unit 272. However, any one of the processes in the “HF adjust-
ment” step may be performed by the secondary high fre-
quency adjusting unit 2;2. Similar modifications may also be
made to the first embodiment, the second embodiment, and
the third embodiment. In these cases, the linear prediction
filter unit (linear prediction filter units 24 and 241) is included
in the first embodiment and the second embodiment, but the
temporal envelope shaping unit is not included. Accordingly,
an output signal from the primary high frequency adjusting
unit 2/1 is processed by the linear prediction filter unit, and
then an output signal from the linear prediction filter unit is
processed by the secondary high frequency adjusting unit 2;2.

In the third embodiment, the temporal envelope shaping
unit 2v is included but the linear prediction filter unit is not
included. Accordingly, an output signal from the primary
high frequency adjusting unit 2/1 is processed by the temporal
envelope shaping unit 2v, and then an output signal from the
temporal envelope shaping unit 2v is processed by the sec-
ondary high frequency adjusting unit.

Inthe speech decoding device (speech decoding device 24,
24a, or 24b) of the fourth embodiment, the processing order
of the linear prediction filter unit 2% and the temporal enve-
lope shaping unit 2v may be reversed. In other words, an
output signal from the high frequency adjusting unit 2/ or the
primary high frequency adjusting unit 21 may be processed
first by the temporal envelope shaping unit 2v, and then an
output signal from the temporal envelope shaping unit 2v may
be processed by the linear prediction filter unit 24.

In addition, only if the temporal envelope supplementary
information includes binary control information for indicat-
ing whether the process is performed by the linear prediction
filter unit 2% or the temporal envelope shaping unit 2v, and the
control information indicates to perform the process by the
linear prediction filter unit 2% or the temporal envelope shap-
ing unit 2v, the temporal envelope supplementary informa-
tion may employ a form that further includes at least one of
the filer strength parameter K(r), the envelope shape param-
eter s(i), or X(r) that is a parameter for determining both K(r)
and s(i) as information.
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(Modification 3 of Fourth Embodiment)

A speech decoding device 24¢ (see FIG. 16) of a modifi-
cation 3 of the fourth embodiment physically includes a CPU,
aROM, aRAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device 24¢ by loading and executing a predeter-
mined computer program (such as a computer program for
performing processes illustrated in the flowchart of FIG. 17)
stored in a built-in memory of the speech decoding device 24¢
such as the ROM into the RAM. The communication device
of'the speech decoding device 24¢ receives the encoded mul-
tiplexed bit stream and outputs a decoded speech signal to
outside the speech decoding device 24¢. As illustrated in FIG.
16, the example speech decoding device 24¢ includes a pri-
mary high frequency adjusting unit 273 and a secondary high
frequency adjusting unit 24 instead of the high frequency
adjusting unit 2, and also includes individual signal compo-
nent adjusting units 2z1, 2z2, and 223 instead of the linear
prediction filter unit 2k and the temporal envelope shaping
unit 2v (individual signal component adjusting units corre-
spond to the temporal envelope shaping unit).

The primary high frequency adjusting unit 23 outputs a
signal in the QMF domain of the high frequency band as a
copy signal component. The primary high frequency adjust-
ing unit 2/3 may output a signal on which at least one of the
linear prediction inverse filtering in the temporal direction
and the gain adjustment (frequency characteristics adjust-
ment) is performed on the signal in the QMF domain of the
high frequency band, by using the SBR supplementary infor-
mation received from the bit stream separating unit 243, as a
copy signal component. The primary high frequency adjust-
ing unit 23 also generates a noise signal component and a
sinusoid signal component by using the SBR supplementary
information supplied from the bit stream separating unit 2a3,
and outputs each of the copy signal component, the noise
signal component, and the sinusoid signal component sepa-
rately (process at Step Sgl). The noise signal component and
the sinusoid signal component may not be generated, depend-
ing on the contents of the SBR supplementary information.

The individual signal component adjusting units 2z1, 222,
and 2z3 perform processing on each of the plurality of signal
components included in the output from the primary high
frequency adjusting unit (process at Step Sg2). The process
with the individual signal component adjusting units 2z1, 222,
and 2z3 may be linear prediction synthesis filtering in the
frequency direction obtained from the filter strength adjusting
unit 2/'by using the linear prediction coefficients, similar to
that of the linear prediction filter unit 2% (process 1). The
process with the individual signal component adjusting units
271, 222, and 223 may also be a process of multiplying each
QMF subband sample by a gain coefficient by using the
temporal envelope obtained from the envelope shape adjust-
ing unit 2s, similar to that of the temporal envelope shaping
unit 2v (process 2). The process with the individual signal
component adjusting units 2z1, 222, and 2z3 may also be a
process of performing linear prediction synthesis filtering in
the frequency direction on the input signal by using the linear
prediction coefficients obtained from the filter strength
adjusting unit 2f similar to that of the linear prediction filter
unit 2%, and then multiplying each QMF subband sample by a
gain coefficient by using the temporal envelope obtained from
the envelope shape adjusting unit 2s, similar to that of the
temporal envelope shaping unit 2v (process 3). The process
with the individual signal component adjusting units 2z1,
272, and 273 may also be a process of multiplying each QMF
subband sample with respect to the input signal by a gain
coefficient by using the temporal envelope obtained from the
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envelope shape adjusting unit 2s, similar to that of the tem-
poral envelope shaping unit 2v, and then performing linear
prediction synthesis filtering in the frequency direction on the
output signal by using the linear prediction coefficient
obtained from the filter strength adjusting unit 2, similar to
that of the linear prediction filter unit 2% (process 4). The
individual signal component adjusting units 2z1, 222, and 223
may not perform the temporal envelope shaping process on
the input signal, but may output the input signal as it is
(process 5). The process with the individual signal compo-
nent adjusting units 2z1, 222, and 2z3 may include any pro-
cess for shaping the temporal envelope of the input signal by
using a method other than the processes 1to 5 (process 6). The
process with the individual signal component adjusting units
271,222, and 223 may also be a process in which a plurality of
processes among the processes 1 to 6 are combined in an
arbitrary order (process 7).

The processes with the individual signal component
adjusting units 2z1, 222, and 2z3 may be the same, but the
individual signal component adjusting units 2z1, 222, and 223
may shape the temporal envelope of each of the plurality of
signal components included in the output of the primary high
frequency adjusting unit by different methods. For example,
different processes may be performed on the copy signal, the
noise signal, and the sinusoid signal, in such a manner that the
individual signal component adjusting unit 2z1 performs the
process 2 on the supplied copy signal, the individual signal
component adjusting unit 2z2 performs the process 3 on the
supplied noise signal component, and the individual signal
component adjusting unit 2z3 performs the process 5 on the
supplied sinusoid signal. In this case, the filter strength
adjusting unit 2fand the envelope shape adjusting unit 2s may
transmit the same linear prediction coefficient and the tem-
poral envelope to the individual signal component adjusting
units 2z1, 222, and 223, but may also transmit different linear
prediction coefficients and the temporal envelopes. It is also
possible to transmit the same linear prediction coefficient and
the temporal envelope to at least two of the individual signal
component adjusting units 2z1, 222, and 2z3. Because at least
one of the individual signal component adjusting units 2z1,
272, and 2z3 may not perform the temporal envelope shaping
process but output the input signal as it is (process 5), the
individual signal component adjusting units 2z1, 222, and 223
perform the temporal envelope process on at least one of the
plurality of signal components output from the primary high
frequency adjusting unit 273 as a whole (if all the individual
signal component adjusting units 2z1, 222, and 2z3 perform
the process 5, the temporal envelope shaping process is not
performed on any of the signal components, and the effects of
the present invention are not exhibited).

The processes performed by each of the individual signal
component adjusting units 2z1, 222, and 2z3 may be fixed to
one of the process 1 to the process 7, but may be dynamically
determined to perform one of the process 1 to the process 7
based on the control information received from outside the
speech decoding device. At this time, it is preferable that the
control information be included in the multiplexed bit stream.
The control information may be an instruction to perform any
one of the process 1 to the process 7 in a specific SBR
envelope time segment, the encoded frame, or in the other
time segment, or may be an instruction to perform any one of
the process 1 to the process 7 without specifying the time
segment of control.

The secondary high frequency adjusting unit 2j4 adds the
processed signal components output from the individual sig-
nal component adjusting units 2z1, 222, and 223, and outputs
the result to the coefficient adding unit (process at Step Sg3).
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The secondary high frequency adjusting unit 2j4 may per-
form at least one of the linear prediction inverse filtering in the
temporal direction and gain adjustment (frequency character-
istics adjustment) on the copy signal component, by using the
SBR supplementary information received from the bit stream
separating unit 243.

The individual signal component adjusting units 2z1, 222,
and 2z3 may operate in cooperation with one another, and
generate an output signal at an intermediate stage by adding at
least two signal components on which any one of the pro-
cesses 1 to 7 is performed, and further performing any one of
the processes 1 to 7 on the added signal. At this time, the
secondary high frequency adjusting unit 274 adds the output
signal at the intermediate stage and a signal component that
has not yet been added to the output signal at the intermediate
stage, and outputs the result to the coefficient adding unit.
More specifically, it is preferable to generate an output signal
at the intermediate stage by performing the process 5 on the
copy signal component, applying the process 1 on the noise
component, adding the two signal components, and further
applying the process 2 on the added signal. At this time, the
secondary high frequency adjusting unit 2j4 adds the sinusoid
signal component to the output signal at the intermediate
stage, and outputs the result to the coefficient adding unit.

The primary high frequency adjusting unit 23 may output
any one of a plurality of signal components in a form sepa-
rated from each other in addition to the three signal compo-
nents of the copy signal component, the noise signal compo-
nent, and the sinusoid signal component. In this case, the
signal component may be obtained by adding at least two of
the copy signal component, the noise signal component, and
the sinusoid signal component. The signal component may
also be a signal obtained by dividing the band of one of the
copy signal component, the noise signal component, and the
sinusoid signal. The number of signal components may be
other than three, and in this case, the number of the individual
signal component adjusting units may be other than three.

The high frequency signal generated by SBR consists of
three elements of the copy signal component obtained by
copying from the low frequency band to the high frequency
band, the noise signal, and the sinusoid signal. Because the
copy signal, the noise signal, and the sinusoid signal have the
temporal envelopes different from one another, if the tempo-
ral envelope of each of the signal components is shaped by
using different methods as the individual signal component
adjusting units of the present modification, it is possible to
further improve the subjective quality of the decoded signal
compared with the other embodiments of the present inven-
tion. In particular, because the noise signal generally has a
smooth temporal envelope, and the copy signal has a temporal
envelope close to that of the signal in the low frequency band,
the temporal envelopes of the copy signal and the noise signal
can be independently controlled, by handling them separately
and applying different processes thereto. Accordingly, it is
effective in improving the subject quality of the decoded
signal. More specifically, it is preferable to perform a process
of shaping the temporal envelope on the noise signal (process
3 or process 4), perform a process different from that for the
noise signal on the copy signal (process 1 or process 2), and
perform the process 5 on the sinusoid signal (in other words,
the temporal envelope shaping process is not performed). It is
also preferable to perform a shaping process (process 3 or
process 4) of the temporal envelope on the noise signal, and
perform the process 5 on the copy signal and the sinusoid
signal (in other words, the temporal envelope shaping process
is not performed).
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(Modification 4 of First Embodiment)

A speech encoding device 115 (FIG. 44) of a modification
4 of the first embodiment physically includes a CPU, a ROM,
a RAM, a communication device, and the like, which are not
illustrated, and the CPU integrally controls the speech encod-
ing device 115 by loading and executing a predetermined
computer program stored in a built-in memory of the speech
encoding device 115 such as the ROM into the RAM. The
communication device of the speech encoding device 115
receives a speech signal to be encoded from outside the
speech encoding device 115, and outputs an encoded multi-
plexed bit stream to the outside. The speech encoding device
115 includes a linear prediction analysis unit 1el instead of
the linear prediction analysis unit le of the speech encoding
device 11, and further includes a time slot selecting unit 1p.

The time slot selecting unit 1p receives a signal in the QMF
domain from the frequency transform unit 1a and selects a
time slot at which the linear prediction analysis by the linear
prediction analysis unit 1lel is performed. The linear predic-
tion analysis unit 1el performs linear prediction analysis on
the QMF domain signal in the selected time slot as the linear
prediction analysis unit 1e, based on the selection result trans-
mitted from the time slot selecting unit 1p, to obtain at least
one of the high frequency linear prediction coefficients and
the low frequency linear prediction coefficients. The filter
strength parameter calculating unit if calculates a filter
strength parameter by using a linear prediction coefficient of
the time slot selected by the time slot selecting unit 1p,
obtained by the linear prediction analysis unit 1el. To select
a time slot by the time slot selecting unit 1p, for example, at
least one selection methods using the signal power of the
QMF domain signal of the high frequency components, simi-
lar to that of a time slot selecting unit 3a in a decoding device
21a of the present modification, which will be described later,
may be used. At this time, it is preferable that the QMF
domain signal of the high frequency components in the time
slot selecting unit 1p be a frequency component encoded by
the SBR encoding unit 1d, among the signals in the QMF
domain received from the frequency transform unit 1a. The
time slot selecting method may be at least one of the methods
described above, may include at least one method different
from those described above, or may be the combination
thereof.

A speech decoding device 21a (see FIG. 18) of the modi-
fication 4 of the first embodiment physically includes a CPU,
aROM, aRAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device 21a by loading and executing a predeter-
mined computer program (such as a computer program for
performing processes illustrated in the example flowchart of
FIG. 19) stored in a built-in memory of the speech decoding
device 21a such as the ROM into the RAM. The communi-
cation device of the speech decoding device 21a receives the
encoded multiplexed bit stream and outputs a decoded speech
signal to outside the speech decoding device 21a. The speech
decoding device 21a, as illustrated in FIG. 18, includes a low
frequency linear prediction analysis unit 2d1, a signal change
detecting unit 2e1, a high frequency linear prediction analysis
unit 2/21, a linear prediction inverse filter unit 21, and a linear
prediction filter unit 243 instead of the low frequency linear
prediction analysis unit 24, the signal change detecting unit
2e, the high frequency linear prediction analysis unit 2/, the
linear prediction inverse filter unit 2/, and the linear prediction
filter unit 2% of the speech decoding device 21, and further
includes the time slot selecting unit 3a.

The time slot selecting unit 3a determines whether linear
prediction synthesis filtering in the linear prediction filter unit
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2k is to be performed on the signal q,,, (k, r) in the QMF
domain of the high frequency components of the time slot r
generated by the high frequency generating unit 2g, and
selects a time slot at which the linear prediction synthesis
filtering is performed (process at Step Shl). The time slot
selecting unit 3a notifies, of the selection result of the time
slot, the low frequency linear prediction analysis unit 241, the
signal change detecting unit 2e1, the high frequency linear
prediction analysis unit 241, the linear prediction inverse
filter unit 271, and the linear prediction filter unit 243. The low
frequency linear prediction analysis unit 241 performs linear
prediction analysis on the QMF domain signal in the selected
time slot rl, in the same manner as the low frequency linear
prediction analysis unit 24, based on the selection result trans-
mitted from the time slot selecting unit 3a, to obtain low
frequency linear prediction coefficients (process at Step Sh2).
The signal change detecting unit 2e1 detects the temporal
variation in the QMF domain signal in the selected time slot,
as the signal change detecting unit 2e, based on the selection
result transmitted from the time slot selecting unit 3a, and
outputs a detection result T (rl).

The filter strength adjusting unit 2fperforms filter strength
adjustment on the low frequency linear prediction coeffi-
cients of the time slot selected by the time slot selecting unit
3a obtained by the low frequency linear prediction analysis
unit 241, to obtain an adjusted linear prediction coefficients
a . (n,rl). The high frequency linear prediction analysis unit
2/1 performs linear prediction analysis in the frequency
direction on the QMF domain signal of the high frequency
components generated by the high frequency generating unit
2g for the selected time slot r1, based on the selection result
transmitted from the time slot selecting unit 3a, as the high
frequency linear prediction analysis unit 2/, to obtain a high
frequency linear prediction coefficients a,,,, (n, rl) (process at
Step Sh3). The linear prediction inverse filter unit 2i1 per-
forms linear prediction inverse filtering, in which a,,, (n, r1)
are coefficients, in the frequency direction on the signal
Qep (&, 1) in the QMF domain of the high frequency compo-
nents of the selected time slot r1, as the linear prediction
inverse filter unit 2/, based on the selection result transmitted
from the time slot selecting unit 3a (process at Step Sh4).

The linear prediction filter unit 243 performs linear predic-
tion synthesis filtering in the frequency direction on a signal
qq(k, 11) in the QMF domain of the high frequency compo-
nents output from the high frequency adjusting unit 2/ in the
selected time slot r1 by using a,; (n, rl) obtained from the
filter strength adjusting unit 2, as the linear prediction filter
unit 2k, based on the selection result transmitted from the time
slot selecting unit 3a (process at Step Sh5). The changes made
to the linear prediction filter unit 24 described in the modifi-
cation 3 may also be made to the linear prediction filter unit
2/3. To select a time slot at which the linear prediction syn-
thesis filtering is performed, for example, the time slot select-
ing unit 3¢ may select at least one time slot r in which the
signal power of the QMF domain signal q,,, (k, r) of the high
frequency components is greater than a predetermined value
P,., - It is preferable to calculate the signal power of

exp,

Qexp (k1) according to the following expression.
kytM-1 42)
Pep() = 3" |geplh, P
k=hy

where M is a value representing a frequency range higher than
a lower limit frequency k, of the high frequency components

10

15

20

25

30

35

40

45

50

55

60

65

42

generated by the high frequency generating unit 2g, and the
frequency range of the high frequency components generated
by the high frequency generating unit 2g may be represented
as k,=k<k, +M. The predetermined value P, ,, may also be
an average value of P, (r) of a predetermined time width
including the time slot r. The predetermined time width may
also be the SBR envelope.

The selection may also be made so as to include a time slot
at which the signal power of the QMF domain signal of the
high frequency components reaches its peak. The peak signal
power may be calculated, for example, by using a moving
average value:

Dexparta () (43)

of the signal power, and the peak signal power may be the
signal power in the QMF domain of the high frequency com-
ponents of the time slot r at which the result of:

Py aga P+ 1)=P o 114(¥) (44)

changes from the positive value to the negative value. The
moving average value of the signal power,

P, expMA(r ) (45)

for example, may be calculated by the following expression.

1 r+—§71 (46)
Pepua(r) = = D Peylr')

c
P

where ¢ is a predetermined value for defining a range for
calculating the average value. The peak signal power may be
calculated by the method described above, or may be calcu-
lated by a different method.

At least one time slot may be selected from time slots
included in a time width t during which the QMF domain
signal of the high frequency components transits from a
steady state with a small variation of its signal power a tran-
sient state with a large variation of its signal power, and that is
smaller than a predetermined value t,;,. At least one time slot
may also be selected from time slots included in a time width
t during which the signal power of the QMF domain signal of
the high frequency components is changed from a transient
state with a large variation to a steady state with a small
variation, and that are larger than the predetermined value t,,,.
The time slot r in which IP,_(r+1)-P__,(r)| is smaller than a
predetermined value (or equal to or smaller than a predeter-
mined value) may be the steady state, and the time slot r in
which P, ,(r+1)-P,,(1)! is equal to or larger than a prede-
termined value (or larger than a predetermined value) may be
the transient state. The time slot r in which [P, 5., (r+1)-
P, 204(0)! is smaller than a predetermined value (or equal to
or smaller than a predetermined value) may be the steady
state, and the time slotr in which [P, 1., (r+1)=P,, 1,,(0)l is
equal to or larger than a predetermined value (or larger than a
predetermined value) may be the transient state. The transient
state and the steady state may be defined using the method
described above, or may be defined using different methods.
The time slot selecting method may be at least one of the
methods described above, may include at least one method
different from those described above, or may be the combi-
nation thereof.

(Modification 5 of First Embodiment)

A speech encoding device 11¢ (FIG. 45) of a modification
5 of the first embodiment physically includes a CPU, a ROM,
a RAM, a communication device, and the like, which are not



US 9,064,500 B2

43

illustrated, and the CPU integrally controls the speech encod-
ing device 11c¢ by loading and executing a predetermined
computer program stored in a built-in memory of the speech
encoding device 11¢ such as the ROM into the RAM. The
communication device of the speech encoding device 11c¢
receives a speech signal to be encoded from outside the
speech encoding device 11¢, and outputs an encoded multi-
plexed bit stream to the outside. The speech encoding device
11¢ includes a time slot selecting unit 1p1 and a bit stream
multiplexing unit 1g4, instead of the time slot selecting unit
1p and the bit stream multiplexing unit 1g of the speech
encoding device 115 of the modification 4.

The time slot selecting unit 1p1 selects a time slot as the
time slot selecting unit 1p described in the modification 4 of
the first embodiment, and transmits time slot selection infor-
mation to the bit stream multiplexing unit 1g4. The bit stream
multiplexing unit 1g4 multiplexes the encoded bit stream
calculated by the core codec encoding unit 1c, the SBR
supplementary information calculated by the SBR encoding
unit 1d, and the filter strength parameter calculated by the
filter strength parameter calculating unit 1f°as the bit stream
multiplexing unit 1g, also multiplexes the time slot selection
information received from the time slot selecting unit 1p1,
and outputs the multiplexed bit stream through the commu-
nication device of the speech encoding device 11¢. The time
slot selection information is time slot selection information
received by atime slot selecting unit 3a1 in a speech decoding
device 215, which will be describe later, and for example, an
index rl of a time slot to be selected may be included. The
time slot selection information may also be a parameter used
in the time slot selecting method of the time slot selecting unit
3al. The speech decoding device 215 (see FIG. 20) of the
modification 5 of the first embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 215 by loading and executing a pre-
determined computer program (such as a computer program
for performing processes illustrated in the example flowchart
of FIG. 21) stored in a built-in memory of the speech decod-
ing device 215 such as the ROM into the RAM. The commu-
nication device of the speech decoding device 215 receives
the encoded multiplexed bit stream and outputs a decoded
speech signal to outside the speech decoding device 214.

The speech decoding device 215, as illustrated in the
example of FIG. 20, includes a bit stream separating unit 2a5
and the time slot selecting unit 3a1 instead of the bit stream
separating unit 2a and the time slot selecting unit 3a of the
speech decoding device 214 of the modification 4, and time
slot selection information is supplied to the time slot selecting
unit 3al. The bit stream separating unit 2a5 separates the
multiplexed bit stream into the filter strength parameter, the
SBR supplementary information, and the encoded bit stream
as the bit stream separating unit 2q, and further separates the
time slot selection information. The time slot selecting unit
3a1 selects a time slot based on the time slot selection infor-
mation transmitted from the bit stream separating unit 2a5
(process at Step Sil). The time slot selection information is
information used for selecting a time slot, and for example,
may include the index r1 of the time slot to be selected. The
time slot selection information may also be a parameter, for
example, used in the time slot selecting method described in
the modification 4. In this case, although not illustrated, the
QMF domain signal of the high frequency components gen-
erated by the high frequency generating unit 2g may be sup-
plied to the time slot selecting unit 3a1, in addition to the time
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slot selection information. The parameter may also be a pre-
determined value (such as P, 1, and t;;,) used for selecting
the time slot.

(Modification 6 of First Embodiment)

A speech encoding device 114 (not illustrated) of a modi-
fication 6 of the first embodiment physically includes a CPU,
aROM, aRAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
encoding device 114 by loading and executing a predeter-
mined computer program stored in a built-in memory of the
speech encoding device 114 such as the ROM into the RAM.
The communication device of the speech encoding device
114 receives a speech signal to be encoded from outside the
speech encoding device 114, and outputs an encoded multi-
plexed bit stream to the outside. The speech encoding device
11d includes a short-term power calculating unit 1/1, which is
not illustrated, instead of the short-term power calculating
unit 17 of the speech encoding device 114 of the modification
1, and further includes a time slot selecting unit 1p2.

The time slot selecting unit 1p2 receives a signal in the
QMF domain from the frequency transform unit 1a, and
selects a time slot corresponding to the time segment at which
the short-term power calculation process is performed by the
short-term power calculating unit 1i. The short-term power
calculating unit 171 calculates the short-term power of a time
segment corresponding to the selected time slot based on the
selection result transmitted from the time slot selecting unit
1p2, as the short-term power calculating unit 1/ of the speech
encoding device 11a of the modification 1.

(Modification 7 of First Embodiment)

A speech encoding device 11e (not illustrated) of a modi-
fication 7 of the first embodiment physically includes a CPU,
aROM, aRAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
encoding device 11e by loading and executing a predeter-
mined computer program stored in a built-in memory of the
speech encoding device 11e such as the ROM into the RAM.
The communication device of the speech encoding device
11e receives a speech signal to be encoded from outside the
speech encoding device 11e, and outputs an encoded multi-
plexed bit stream to the outside. The speech encoding device
11e includes a time slot selecting unit 1p3, which is not
illustrated, instead of the time slot selecting unit 1p2 of the
speech encoding device 11d of the modification 6. The speech
encoding device 11e also includes a bit stream multiplexing
unit that further receives an output from the time slot selecting
unit 1p3, instead of the bit stream multiplexing unit 1g1. The
time slot selecting unit 1p3 selects a time slot as the time slot
selecting unit 1p2 described in the modification 6 of the first
embodiment, and transmits time slot selection information to
the bit stream multiplexing unit.

(Modification 8 of First Embodiment)

A speech encoding device (not illustrated) of a modifica-
tion 8 of the first embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
encoding device of the modification 8 by loading and execut-
ing a predetermined computer program stored in a built-in
memory of the speech encoding device of the modification 8
such as the ROM into the RAM. The communication device
of the speech encoding device of the modification 8 receives
a speech signal to be encoded from outside the speech encod-
ing device, and outputs an encoded multiplexed bit stream to
the outside. The speech encoding device of the modification 8
further includes the time slot selecting unit 1p in addition to
those of the speech encoding device described in the modifi-
cation 2.
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A speech decoding device (not illustrated) of the modifi-
cation 8 of the first embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device of the modification 8 by loading and execut-
ing a predetermined computer program stored in a built-in
memory of the speech decoding device of the modification 8
such as the ROM into the RAM. The communication device
of the speech decoding device of the modification 8 receives
the encoded multiplexed bit stream, and outputs a decoded
speech signal to the outside the speech decoding device. The
speech decoding device of the modification 8 further includes
the low frequency linear prediction analysis unit 241, the
signal change detecting unit 2e1, the high frequency linear
prediction analysis unit 241, the linear prediction inverse
filter unit 271, and the linear prediction filter unit 243, instead
of the low frequency linear prediction analysis unit 2d, the
signal change detecting unit 2e, the high frequency linear
prediction analysis unit 2/, the linear prediction inverse filter
unit 2/, and the linear prediction filter unit 2% of the speech
decoding device described in the modification 2, and further
includes the time slot selecting unit 3a.

(Modification 9 of First Embodiment)

A speech encoding device (not illustrated) of a modifica-
tion 9 of the first embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
encoding device of the modification 9 by loading and execut-
ing a predetermined computer program stored in a built-in
memory of the speech encoding device of the modification 9
such as the ROM into the RAM. The communication device
of the speech encoding device of the modification 9 receives
a speech signal to be encoded from outside the speech encod-
ing device, and outputs an encoded multiplexed bit stream to
the outside. The speech encoding device of the modification 9
includes the time slot selecting unit 1p1 instead of the time
slot selecting unit 1p of'the speech encoding device described
in the modification 8. The speech encoding device of the
modification 9 further includes a bit stream multiplexing unit
that receives an output from the time slot selecting unit 1p1 in
addition to the input supplied to the bit stream multiplexing
unit described in the modification 8, instead of the bit stream
multiplexing unit described in the modification 8.

A speech decoding device (not illustrated) of the modifi-
cation 9 of the first embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device of the modification 9 by loading and execut-
ing a predetermined computer program stored in a built-in
memory of the speech decoding device of the modification 9
such as the ROM into the RAM. The communication device
of the speech decoding device of the modification 9 receives
the encoded multiplexed bit stream, and outputs a decoded
speech signal to the outside the speech decoding device. The
speech decoding device of the modification 9 includes the
time slot selecting unit 3«1 instead of the time slot selecting
unit 3a of the speech decoding device described in the modi-
fication 8. The speech decoding device of the modification 9
further includes a bit stream separating unit that separates
ap, (n, r) described in the modification 2 instead of the filter
strength parameter of the bit stream separating unit 245,
instead of the bit stream separating unit 2a.

(Modification 1 of Second Embodiment)

A speech encoding device 12a (FIG. 46) of a modification
1 of the second embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
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encoding device 12a by loading and executing a predeter-
mined computer program stored in a built-in memory of the
speech encoding device 124 such as the ROM into the RAM.
The communication device of the speech encoding device
124 receives a speech signal to be encoded from outside the
speech encoding device, and outputs an encoded multiplexed
bit stream to the outside. The speech encoding device 12a
includes the linear prediction analysis unit 1el instead of the
linear prediction analysis unit le of the speech encoding
device 12, and further includes the time slot selecting unit 1p.

A speech decoding device 22a (see FIG. 22) of the modi-
fication 1 of the second embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 22a by loading and executing a pre-
determined computer program (such as a computer program
for performing processes illustrated in the flowchart of FIG.
23) stored in a built-in memory of the speech decoding device
224 such as the ROM into the RAM. The communication
device of the speech decoding device 22a receives the
encoded multiplexed bit stream, and outputs a decoded
speech signal to the outside of the speech decoding device.
The speech decoding device 22a, as illustrated in FIG. 22,
includes the high frequency linear prediction analysis unit
2/:1, the linear prediction inverse filter unit 271, a linear pre-
diction filter unit 242, and a linear prediction interpolation/
extrapolation unit 2p1, instead of the high frequency linear
prediction analysis unit 2/, the linear prediction inverse filter
unit 2i, the linear prediction filter unit 241, and the linear
prediction interpolation/extrapolation unit 2p of the speech
decoding device 22 of the second embodiment, and further
includes the time slot selecting unit 3a.

The time slot selecting unit 3a notifies, of the selection
result of the time slot, the high frequency linear prediction
analysis unit 2/1, the linear prediction inverse filter unit 2/1,
the linear prediction filter unit 242, and the linear prediction
coefficient interpolation/extrapolation unit 2p1. The linear
prediction coefficient interpolation/extrapolation unit 2p1
obtains ag (n, r) corresponding to the time slot r1 that is the
selected time slot and of which linear prediction coefficients
are not transmitted by interpolation or extrapolation, as the
linear prediction coefficient interpolation/extrapolation unit
2p, based on the selection result transmitted from the time slot
selecting unit 3a (process at Step Sj1). The linear prediction
filter unit 242 performs linear prediction synthesis filtering in
the frequency direction on q; (n, rl) output from the high
frequency adjusting unit 2; for the selected time slot r1 by
using a; (n, rl) being interpolated or extrapolated and
obtained from the linear prediction coefficient interpolation/
extrapolation unit 2p1, as the linear prediction filter unit 241
(process at Step Sj2), based on the selection result transmitted
from the time slot selecting unit 3a. The changes made to the
linear prediction filter unit 24 described in the modification 3
of the first embodiment may also be made to the linear pre-
diction filter unit 242.

(Modification 2 of Second Embodiment)

A speech encoding device 1256 (FIG. 47) of a modification
2 of the second embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
encoding device 1156 by loading and executing a predeter-
mined computer program stored in a built-in memory of the
speech encoding device 126 such as the ROM into the RAM.
The communication device of the speech encoding device
125 receives a speech signal to be encoded from outside the
speech encoding device 125, and outputs an encoded multi-
plexed bit stream to the outside. The speech encoding device
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125 includes the time slot selecting unit 1p1 and a bit stream
multiplexing unit 1g5 instead of the time slot selecting unit 1p
and the bit stream multiplexing unit 1g2 of the speech encod-
ing device 12a of the modification 1. The bit stream multi-
plexing unit 1g5 multiplexes the encoded bit stream calcu-
lated by the core codec encoding unit lc, the SBR
supplementary information calculated by the SBR encoding
unit 1d, and indices of the time slots corresponding to the
quantized linear prediction coefficients received from the
linear prediction coefficient quantizing unit 1% as the bit
stream multiplexing unit 1g2, further multiplexes the time
slot selection information received from the time slot select-
ing unit 1p1, and outputs the multiplexed bit stream through
the communication device of the speech encoding device 124.

A speech decoding device 225 (see FIG. 24) of the modi-
fication 2 of the second embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 225 by loading and executing a pre-
determined computer program (such as a computer program
for performing processes illustrated in the example flowchart
of FIG. 25) stored in a built-in memory of the speech decod-
ing device 224 such as the ROM into the RAM. The commu-
nication device of the speech decoding device 225 receives
the encoded multiplexed bit stream, and outputs a decoded
speech signal to the outside the speech decoding device 225.
The speech decoding device 225, as illustrated in FIG. 24,
includes a bit stream separating unit 2a6 and the time slot
selecting unit 3a1 instead of the bit stream separating unit 2a1
and the time slot selecting unit 3a of the speech decoding
device 22a described in the modification 1, and time slot
selection information is supplied to the time slot selecting
unit 3al. The bit stream separating unit 2a6 separates the
multiplexed bit stream into a (n, r;) being quantized, the
index 1, of the corresponding time slot, the SBR supplemen-
tary information, and the encoded bit stream as the bit stream
separating unit 2a1, and further separates the time slot selec-
tion information.

(Modification 4 of Third Embodiment)

e @7

described in the modification 1 of the third embodiment may
be an average value of e (r) in the SBR envelope, or may be a
value defined in some other manner.

(Modification 5 of Third Embodiment)

As described in the modification 3 of the third embodi-
ment, it is preferable that the envelope shape adjusting unit 2s
control e, (r) by using a predetermined value e, ; 1(r), con-
sidering that the adjusted temporal envelope e, ,(r) is a gain
coefficient multiplied by the QMF subband sample, for
example, as the expression (28) and the expressions (37) and
(38).

“43)

eaqi(¥)20gi
Fourth Embodiment

A speech encoding device 14 (FIG. 48) of the fourth
embodiment physically includes a CPU, a ROM, a RAM, a
communication device, and the like, which are not illustrated,
and the CPU integrally controls the speech encoding device
14 by loading and executing a predetermined computer pro-
gram stored in a built-in memory of the speech encoding
device 14 such as the ROM into the RAM. The communica-
tion device of the speech encoding device 14 receives a
speech signal to be encoded from outside the speech encoding
device 14, and outputs an encoded multiplexed bit stream to
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the outside. The speech encoding device 14 includes a bit
stream multiplexing unit 1g7 instead of the bit stream multi-
plexing unit 1g of the speech encoding device 115 of the
modification 4 of the first embodiment, and further includes
the temporal envelope calculating unit 1m and the envelope
shape parameter calculating unit 1z of the speech encoding
device 13.

The bit stream multiplexing unit 1g7 multiplexes the
encoded bit stream calculated by the core codec encoding unit
1c¢ and the SBR supplementary information calculated by the
SBR encoding unit 14 as the bit stream multiplexing unit 1g,
transforms the filter strength parameter calculated by the filter
strength parameter calculating unit and the envelope shape
parameter calculated by the envelope shape parameter calcu-
lating unit 1# into the temporal envelope supplementary
information, multiplexes them, and outputs the multiplexed
bit stream (encoded multiplexed bit stream) through the com-
munication device of the speech encoding device 14.

(Modification 4 of Fourth Embodiment)

A speech encoding device 14a (FIG. 49) of a modification
4 of the fourth embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
encoding device 14a by loading and executing a predeter-
mined computer program stored in a built-in memory of the
speech encoding device 144 such as the ROM into the RAM.
The communication device of the speech encoding device
14a receives a speech signal to be encoded from outside the
speech encoding device 14a, and outputs an encoded multi-
plexed bit stream to the outside. The speech encoding device
14a includes the linear prediction analysis unit 1el instead of
the linear prediction analysis unit le of the speech encoding
device 14 of the fourth embodiment, and further includes the
time slot selecting unit 1p.

A speech decoding device 24d (see FIG. 26) of the modi-
fication 4 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24d by loading and executing a pre-
determined computer program (such as a computer program
for performing processes illustrated in the example flowchart
of FIG. 27) stored in a built-in memory of the speech decod-
ing device 24d such as the ROM into the RAM. The commu-
nication device of the speech decoding device 24d receives
the encoded multiplexed bit stream, and outputs a decoded
speech signal to the outside of the speech decoding device.
The speech decoding device 244, as illustrated in FIG. 26,
includes the low frequency linear prediction analysis unit
241, the signal change detecting unit 2e1, the high frequency
linear prediction analysis unit 241, the linear prediction
inverse filter unit 271, and the linear prediction filter unit 243
instead of the low frequency linear prediction analysis unit
2d, the signal change detecting unit 2e, the high frequency
linear prediction analysis unit 2/, the linear prediction inverse
filter unit 2/, and the linear prediction filter unit 2% of the
speech decoding device 24, and further includes the time slot
selecting unit 3a. The temporal envelope shaping unit 2v
transforms the signal in the QMF domain obtained from the
linear prediction filter unit 243 by using the temporal enve-
lope information obtained from the envelope shape adjusting
unit 2s, as the temporal envelope shaping unit 2v of the third
embodiment, the fourth embodiment, and the modifications
thereof (process at Step Ski).

(Modification 5 of Fourth Embodiment)

A speech decoding device 24e (see FIG. 28) of a modifi-
cation 5 of the fourth embodiment physically includes a CPU,
aROM, aRAM, a communication device, and the like, which
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are not illustrated, and the CPU integrally controls the speech
decoding device 24e by loading and executing a predeter-
mined computer program (such as a computer program for
performing processes illustrated in the flowchart of FIG. 29)
stored in a built-in memory of the speech decoding device 24e
such as the ROM into the RAM. The communication device
of'the speech decoding device 24e receives the encoded mul-
tiplexed bit stream, and outputs a decoded speech signal to the
outside of the speech decoding device. In the modification 5,
as illustrated in the example embodiment of FIG. 28, the
speech decoding device 24e omits the high frequency linear
prediction analysis unit 2/21 and the linear prediction inverse
filter unit 2/1 of the speech decoding device 244 described in
the modification 4 that can be omitted throughout the fourth
embodiment as the first embodiment, and includes a time slot
selecting unit 342 and a temporal envelope shaping unit 2v1
instead of the time slot selecting unit 3¢ and the temporal
envelope shaping unit 2v of the speech decoding device 244.
The speech decoding device 24e also changes the order of the
linear prediction synthesis filtering performed by the linear
prediction filter unit 243 and the temporal envelope shaping
process performed by the temporal envelope shaping unit 2v1
whose processing order is interchangeable throughout the
fourth embodiment.

The temporal envelope shaping unit 2v1 transforms q,,,;; (k,
r) obtained from the high frequency adjusting unit 2/ by using
€,4(r) obtained from the envelope shape adjusting unit 2s, as
the temporal envelope shaping unit 2v, and obtains a signal a
Qenvaqy (& 1) in the QMF domain in which the temporal enve-
lope is shaped. The temporal envelope shaping unit 2v1 also
notifies the time slot selecting unit 3a2 of a parameter
obtained when the temporal envelope is being shaped, or a
parameter calculated by at least using the parameter obtained
when the temporal envelope is being transformed as time slot
selection information. The time slot selection information
may be e(r) of the expression (22) or the expression (40), or
le(r)|? to which the square root operation is not applied during
the calculation process. A plurality of time slot sections (such
as SBR envelopes)

b=r<b;, |

“49)
may also be used, and the expression (24) that is the average
value thereof

e, e

may also be used as the time slot selection information. It is
noted that:

(0)

6D

biy -1

O ke
2 r=b;
T

The time slot selection information may also be e,,,(r) of
the expression (26) and the expression (41), or Iegxp(r)l2 to
which the square root operation is not applied during the
calculation process. A plurality of time slot segments (such as
SBR envelopes)

b=r<b;, | (62
and the average value thereof
Capli):l € ()1 (3)

may also be used as the time slot selection information. It is
noted that:
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The time slot selection information may also be e, ;(r) of the
expression (23), the expression (35) or the expression (36), or
may be le, dj(r)lz to which the square root operation is not
applied during the calculation process. A plurality oftime slot
segments (such as SBR envelopes)

b=r<b,, (56)
and the average value thereof
Cagi(i) ey &7

may also be used as the time slot selection information. It is
noted that:

b1 (58)
Z €adj(r)
_ . r=bj
biyy -1 (59
Z leagi (M)
=b;
[Eag (DI =

biy1 —b;

The time slot selection information may also be €, ; 704(r)
of the expression (37), or may be le, dj,scaled(r)lz to which the
square root operation is not applied during the calculation
process. In a plurality of time slot segments (such as SBR
envelopes)

bar<b (60)

i+l
and the average value thereof

(61)

Cadscated s gy scatead) P

may also be used as the time slot selection information. It is
noted that:

biy-1 (62)
Z Cadj,scated(F)
_ . r=b;
@ adj,scated () = -
i+l — Yy
biyy -1 (63)
2
Z |eadscatea(F)|
—b;
_ 2 r=bj
adj,scated (D|° = 5 5
i1 = b;

The time slot selection information may also be a signal
power P, .(r) of the time slot r of the QMF domain signal
corresponding to the high frequency components in which the
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temporal envelope is shaped or a signal amplitude value
thereof to which the square root operation is applied

VP eovadi(’) (64)
In a plurality of time slot segments (such as SBR envelopes)
bisr<bi:1 (65)

and the average value thereof
(66)

Porsadi (s \| Porsaa ()

may also be used as the time slot selection information. It is
noted that:

ket M -1 ©7)
Penvadj(r) = Z Genvadi ke, P
i
biyy -1 (68)
> Ponagi(t)
Ponsei(i) = —
envadj\l) = ——F———F——
4 bivi — b;

M is a value representing a frequency range higher than that
of the lower limit frequency k _ of the high frequency compo-
nents generated by the high frequency generating unit 2g, and
the frequency range of the high frequency components gen-
erated by the high frequency generating unit 2g may also be
represented as k <k<k +M.

The time slot selecting unit 3a2 selects time slots at which
the linear prediction synthesis filtering by the linear predic-
tion filter unit 2% is performed, by determining whether linear
prediction synthesis filtering is performed on the signal a
Qenvaqy (K 1) in the QMF domain of the high frequency com-
ponents of the time slot r in which the temporal envelope is
shaped by the temporal envelope shaping unit 2v1, based on
the time slot selection information transmitted from the tem-
poral envelope shaping unit 2v1 (process at Step Sp1).

To select time slots at which the linear prediction synthesis
filtering is performed by the time slot selecting unit 342 in the
present modification, at least one time slot r in which a param-
eter u(r) included in the time slot selection information trans-
mitted from the temporal envelope shaping unit 2v1 is larger
than a predetermined value u,;, may be selected, or at least one
time slot r in which u(r) is equal to or larger than a predeter-
mined value u,, may be selected. u(r) may include at least one
Ofe(r)i |e(r)|25 eexp(r)i |eexp(r)|25 eadj(r)i |eadj(r)|25 eadj,scaled(r)s
€5, scate A0 and P, (1), described above, and;

VP eovadi(’) (69)
and u,;, may include at least one of}
0. 11, ecxp (i 70

o s
[€exp (DI, Eagi(D), [@ag; (D

_ N 2
€ adj,scated (D [Cadjscatea (D]

Porvai (D), N Pervaci (D) 5

ug, may also be an average value of u(r) of a predetermined
time width (such as SBR envelope) including the time slot r.
The selection may also be made so that time slots at which
u(r) reaches its peaks are included. The peaks of u(r) may be
calculated as calculating the peaks of the signal power in the
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QMF domain signal of the high frequency components in the
modification 4 of the first embodiment. The steady state and
the transient state in the modification 4 of the first embodi-
ment may be determined similar to those of the modification
4 of the first embodiment by using u(r), and time slots may be
selected based on this. The time slot selecting method may be
at least one of the methods described above, may include at
least one method different from those described above, or
may be the combination thereof.

(Modification 6 of Fourth Embodiment)

A speech decoding device 24f (see FIG. 30) of a modifica-
tion 6 of the fourth embodiment physically includes a CPU, a
memory, such as a ROM, a RAM, a communication device,
and the like, which are not illustrated, and the CPU integrally
controls the speech decoding device 24f by loading and
executing a predetermined computer program (such as acom-
puter program for performing processes illustrated in the
example flowchart of FIG. 29) stored in a built-in memory of
the speech decoding device 24f such as the ROM into the
RAM. The communication device of the speech decoding
device 24f receives the encoded multiplexed bit stream and
outputs a decoded speech signal to outside the speech decod-
ing device. In the modification 6, as illustrated in FIG. 30, the
speech decoding device 24f omits the signal change detecting
unit 2e1, the high frequency linear prediction analysis unit
2/, and the linear prediction inverse filter unit 2i1 of the
speech decoding device 24d described in the modification 4
that can be omitted throughout the fourth embodiment as the
first embodiment, and includes the time slot selecting unit 3a2
and the temporal envelope shaping unit 2v1 instead of the
time slot selecting unit 3a and the temporal envelope shaping
unit 2v of the speech decoding device 24d. The speech decod-
ing device 24f also changes the order of the linear prediction
synthesis filtering performed by the linear prediction filter
unit 243 and the temporal envelope shaping process per-
formed by the temporal envelope shaping unit 2v1 whose
processing order is interchangeable throughout the fourth
embodiment.

The time slot selecting unit 322 determines whether linear
prediction synthesis filtering is performed by the linear pre-
diction filter unit 243, on the signal q,,,,,.;, (k, 1) in the QMF
domain of the high frequency components of the time slots r
in which the temporal envelope is shaped by the temporal
envelope shaping unit 2v1, based on the time slot selection
information transmitted from the temporal envelope shaping
unit 2vl1, selects time slots at which the linear prediction
synthesis filtering is performed, and notifies, of the selected
time slots, the low frequency linear prediction analysis unit
241 and the linear prediction filter unit 243.

(Modification 7 of Fourth Embodiment)

A speech encoding device 145 (FIG. 50) of' a modification
7 of the fourth embodiment physically includes a CPU, a
ROM, a RAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
encoding device 145 by loading and executing a predeter-
mined computer program stored in a built-in memory of the
speech encoding device 145 such as the ROM into the RAM.
The communication device of the speech encoding device
145 receives a speech signal to be encoded from outside the
speech encoding device 145, and outputs an encoded multi-
plexed bit stream to the outside. The speech encoding device
145 includes a bit stream multiplexing unit 1g6 and the time
slot selecting unit 1p1 instead of the bit stream multiplexing
unit 1g7 and the time slot selecting unit 1p of the speech
encoding device 14a of the modification 4.

The bit stream multiplexing unit 1g6 multiplexes the
encoded bit stream calculated by the core codec encoding unit
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1c, the SBR supplementary information calculated by the
SBR encoding unit 14, and the temporal envelope supplemen-
tary information in which the filter strength parameter calcu-
lated by the filter strength parameter calculating unit and the
envelope shape parameter calculated by the envelope shape
parameter calculating unit 1z are transformed, also multi-
plexes the time slot selection information received from the
time slot selecting unit 1p1, and outputs the multiplexed bit
stream (encoded multiplexed bit stream) through the commu-
nication device of the speech encoding device 144.

A speech decoding device 24g (see FIG. 31) of the modi-
fication 7 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24g by loading and executing a pre-
determined computer program (such as a computer program
for performing processes illustrated in the flowchart of FIG.
32)stored in a built-in memory of the speech decoding device
24g such as the ROM into the RAM. The communication
device of the speech decoding device 24g receives the
encoded multiplexed bit stream and outputs a decoded speech
signal to outside the speech decoding device 24g. The speech
decoding device 24g includes a bit stream separating unit 2a7
and the time slot selecting unit 3a1 instead of the bit stream
separating unit 243 and the time slot selecting unit 3a of the
speech decoding device 24d described in the modification 4.

The bit stream separating unit 2a7 separates the multi-
plexed bit stream supplied through the communication device
of'the speech decoding device 24g into the temporal envelope
supplementary information, the SBR supplementary infor-
mation, and the encoded bit stream, as the bit stream separat-
ing unit 243, and further separates the time slot selection
information.

(Modification 8 of Fourth Embodiment)

A speech decoding device 24/ (see FIG. 33) of a modifi-
cation 8 of the fourth embodiment physically includes a CPU,
aROM, aRAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device 24/ by loading and executing a predeter-
mined computer program (such as a computer program for
performing processes illustrated in the flowchart of FIG. 34)
stored in a built-in memory of the speech decoding device 244
such as the ROM into the RAM. The communication device
of'the speech decoding device 24/ receives the encoded mul-
tiplexed bit stream and outputs a decoded speech signal to
outside the speech decoding device 24%. The speech decoding
device 244, as illustrated in FIG. 33, includes the low fre-
quency linear prediction analysis unit 241, the signal change
detecting unit 2¢1, the high frequency linear prediction analy-
sis unit 2/1, the linear prediction inverse filter unit 2/1, and
the linear prediction filter unit 243 instead of the low fre-
quency linear prediction analysis unit 2d, the signal change
detecting unit 2e, the high frequency linear prediction analy-
sis unit 24, the linear prediction inverse filter unit 2/, and the
linear prediction filter unit 2% of the speech decoding device
245 of the modification 2, and further includes the time slot
selecting unit 3a. The primary high frequency adjusting unit
2/1 performs at least one of the processes in the “HF Adjust-
ment” step in SBR in “MPEG-4 AAC”, as the primary high
frequency adjusting unit 2/1 of the modification 2 of the
fourth embodiment (process at Step Sm1). The secondary
high frequency adjusting unit 2;2 performs at least one of the
processes in the “HF Adjustment” step in SBR in “MPEG-4
AAC?”, as the secondary high frequency adjusting unit 22 of
the modification 2 of the fourth embodiment (process at Step
Sm2). It is preferable that the process performed by the sec-
ondary high frequency adjusting unit 272 be a process not
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performed by the primary high frequency adjusting unit 2;1
among the processes in the “HF Adjustment” step in SBR in
“MPEG-4 AAC”.

(Modification 9 of Fourth Embodiment)

A speech decoding device 24/ (see FIG. 35) of the modi-
fication 9 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24/ by loading and executing a pre-
determined computer program (such as a computer program
for performing processes illustrated in the example flowchart
of FIG. 36) stored in a built-in memory of the speech decod-
ing device 24i such as the ROM into the RAM. The commu-
nication device of the speech decoding device 24i receives the
encoded multiplexed bit stream and outputs a decoded speech
signal to outside the speech decoding device 24i. The speech
decoding device 24, as illustrated in the example embodi-
ment of FIG. 35, omits the high frequency linear prediction
analysis unit 2/21 and the linear prediction inverse filter unit
2i1 of the speech decoding device 24/ of the modification 8
that can be omitted throughout the fourth embodiment as the
first embodiment, and includes the temporal envelope shap-
ing unit 2v1 and the time slot selecting unit 342 instead of the
temporal envelope shaping unit 2v and the time slot selecting
unit 3a of the speech decoding device 24/ of the modification
8. The speech decoding device 24i also changes the order of
the linear prediction synthesis filtering performed by the lin-
ear prediction filter unit 243 and the temporal envelope shap-
ing process performed by the temporal envelope shaping unit
2v1 whose processing order is interchangeable throughout
the fourth embodiment.

(Modification 10 of Fourth Embodiment)

A speech decoding device 24; (see FIG. 37) of a modifica-
tion 10 of the fourth embodiment physically includes a CPU,
aROM, aRAM, a communication device, and the like, which
are not illustrated, and the CPU integrally controls the speech
decoding device 24j by loading and executing a predeter-
mined computer program (such as a computer program for
performing processes illustrated in the example flowchart of
FIG. 36) stored in a built-in memory of the speech decoding
device 245 such as the ROM into the RAM. The communica-
tion device of the speech decoding device 24; receives the
encoded multiplexed bit stream and outputs a decoded speech
signal to outside the speech decoding device 24;. The speech
decoding device 24/, as illustrated in example of FIG. 37,
omits the signal change detecting unit 2e1, the high frequency
linear prediction analysis unit 2/21, and the linear prediction
inverse filter unit 271 of the speech decoding device 24/ ofthe
modification 8 that can be omitted throughout the fourth
embodiment as the first embodiment, and includes the tem-
poral envelope shaping unit 2v1 and the time slot selecting
unit 3a2 instead of the temporal envelope shaping unit 2v and
the time slot selecting unit 3a of the speech decoding device
24/ of the modification 8. The order of the linear prediction
synthesis filtering performed by the linear prediction filter
unit 243 and the temporal envelope shaping process per-
formed by the temporal envelope shaping unit 2v1 is changed
whose processing order is interchangeable throughout the
fourth embodiment.

(Modification 11 of Fourth Embodiment)

A speech decoding device 24k (see FIG. 38) of a modifi-
cation 11 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24k by loading and executing a pre-
determined computer program (such as a computer program
for performing processes illustrated in the example flowchart
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of FIG. 39) stored in a built-in memory of the speech decod-
ing device 24k such as the ROM into the RAM. The commu-
nication device of the speech decoding device 24k receives
the encoded multiplexed bit stream and outputs a decoded
speech signal to outside the speech decoding device 24%. The
speech decoding device 24£, as illustrated in the example of
FIG. 38, includes the bit stream separating unit 247 and the
time slot selecting unit 341 instead of the bit stream separat-
ing unit 243 and the time slot selecting unit 3a of the speech
decoding device 24/ of the modification 8.

(Modification 12 of Fourth Embodiment)

A speech decoding device 24¢ (see FIG. 40) of a modifi-
cation 12 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24¢ by loading and executing a pre-
determined computer program (such as a computer program
for performing processes illustrated in the flowchart of FIG.
41) stored in a built-in memory of the speech decoding device
244 such as the ROM into the RAM. The communication
device of the speech decoding device 24g receives the
encoded multiplexed bit stream and outputs a decoded speech
signal to outside the speech decoding device 24¢. The speech
decoding device 24¢, as illustrated in the example of FIG. 40,
includes the low frequency linear prediction analysis unit
241, the signal change detecting unit 2e1, the high frequency
linear prediction analysis unit 241, the linear prediction
inverse filter unit 2i1, and individual signal component
adjusting units 2z4, 225, and 2z6 (individual signal compo-
nent adjusting units correspond to the temporal envelope
shaping unit) instead of the low frequency linear prediction
analysis unit 24, the signal change detecting unit 2e, the high
frequency linear prediction analysis unit 2/, the linear pre-
diction inverse filter unit 2/, and the individual signal compo-
nent adjusting units 2z1, 222, and 223 of the speech decoding
device 24¢ of the modification 3, and further includes the time
slot selecting unit 3a.

At least one of the individual signal component adjusting
units 2z4, 225, and 2z6 performs processing on the QMF
domain signal of the selected time slot, for the signal compo-
nent included in the output of the primary high frequency
adjusting unit, as the individual signal component adjusting
units 2z1, 222, and 2z3, based on the selection result trans-
mitted from the time slot selecting unit 3a (process at Step
Snl). It is preferable that the process using the time slot
selection information include at least one process including
the linear prediction synthesis filtering in the frequency direc-
tion, among the processes of the individual signal component
adjusting units 2z1,2z2, and 223 described in the modification
3 of the fourth embodiment.

The processes performed by the individual signal compo-
nent adjusting units 2z4, 2z5, and 226 may be the same as the
processes performed by the individual signal component
adjusting units 2z1,2z2, and 223 described in the modification
3 of the fourth embodiment, but the individual signal compo-
nent adjusting units 2z4, 2z5, and 226 may shape the temporal
envelope of each of the plurality of signal components
included in the output of the primary high frequency adjusting
unit by different methods (if all the individual signal compo-
nent adjusting units 2z4, 2z5, and 2z6 do not perform process-
ing based on the selection result transmitted from the time slot
selecting unit 3a, it is the same as the modification 3 of the
fourth embodiment of the present invention).

All the selection results of the time slot transmitted to the
individual signal component adjusting units 2z4, 2z5, and 226
from the time slot selecting unit 3¢ need not be the same, and
all or a part thereof may be different.
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In FIG. 40, the result of the time slot selection is transmit-
ted to the individual signal component adjusting units 2z4,
225, and 226 from one time slot selecting unit 3a. However, it
is possible to include a plurality of time slot selecting units for
notifying, of the different results of the time slot selection,
each or a part of the individual signal component adjusting
units 2z4, 225, and 2z6. At this time, the time slot selecting
unit relative to the individual signal component adjusting unit
among the individual signal component adjusting units 2z4,
225, and 2z6 that performs the process 4 (the process of
multiplying each QMF subband sample by the gain coeffi-
cient is performed on the input signal by using the temporal
envelope obtained from the envelope shape adjusting unit 2s
as the temporal envelope shaping unit 2v, and then the linear
prediction synthesis filtering in the frequency direction is also
performed on the output signal by using the linear prediction
coefficients received from the filter strength adjusting unit 2f°
as the linear prediction filter unit 24) described in the modi-
fication 3 of the fourth embodiment may select the time slot
by using the time slot selection information supplied from the
temporal envelope transformation unit.

(Modification 13 of Fourth Embodiment)

A speech decoding device 24m (see FIG. 42) of a modifi-
cation 13 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24m by loading and executing a
predetermined computer program (such as a computer pro-
gram for performing processes illustrated in the flowchart of
FIG. 43) stored in a built-in memory of the speech decoding
device 24m such as the ROM into the RAM. The communi-
cation device of the speech decoding device 24m receives the
encoded multiplexed bit stream and outputs a decoded speech
signal to outside the speech decoding device 24m. The speech
decoding device 24m, as illustrated in FIG. 42, includes the
bit stream separating unit 247 and the time slot selecting unit
3al instead of the bit stream separating unit 2a3 and the time
slot selecting unit 3a of the speech decoding device 244 of the
modification 12.

(Modification 14 of Fourth Embodiment)

A speech decoding device 24n (not illustrated) of a modi-
fication 14 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24r by loading and executing a pre-
determined computer program stored in a built-in memory of
the speech decoding device 24n such as the ROM into the
RAM. The communication device of the speech decoding
device 24n receives the encoded multiplexed bit stream and
outputs a decoded speech signal to outside the speech decod-
ing device 24n. The speech decoding device 24» functionally
includes the low frequency linear prediction analysis unit
241, the signal change detecting unit 2e1, the high frequency
linear prediction analysis unit 241, the linear prediction
inverse filter unit 271, and the linear prediction filter unit 243
instead of the low frequency linear prediction analysis unit
2d, the signal change detecting unit 2e, the high frequency
linear prediction analysis unit 2/, the linear prediction inverse
filter unit 2/, and the linear prediction filter unit 2% of the
speech decoding device 24a of the modification 1, and further
includes the time slot selecting unit 3a.

(Modification 15 of Fourth Embodiment)

A speech decoding device 24p (not illustrated) of a modi-
fication 15 of the fourth embodiment physically includes a
CPU, a ROM, a RAM, a communication device, and the like,
which are not illustrated, and the CPU integrally controls the
speech decoding device 24p by loading and executing a pre-
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determined computer program stored in a built-in memory of
the speech decoding device 24p such as the ROM into the
RAM. The communication device of the speech decoding
device 24p receives the encoded multiplexed bit stream and
outputs a decoded speech signal to outside the speech decod-
ing device 24p. The speech decoding device 24p functionally
includes the time slot selecting unit 3a1 instead of the time
slot selecting unit 3a of the speech decoding device 24» of the
modification 14. The speech decoding device 24p also
includes a bit stream separating unit 248 (not illustrated)
instead of the bit stream separating unit 2a4.

The bit stream separating unit 2a8 separates the multi-
plexed bit stream into the SBR supplementary information
and the encoded bit stream as the bit stream separating unit
2a4, and further into the time slot selection information.

INDUSTRIAL APPLICABILITY

The present invention provides a technique applicable to
the bandwidth extension technique in the frequency domain
represented by SBR, and to reduce the occurrence of pre-echo
and post-echo and improve the subjective quality of the
decoded signal without significantly increasing the bit rate.

REFERENCE SIGNS LIST

11, 11a, 115, 11¢, 12, 12a, 125, 13, 14, 14a, 145 speech
encoding device

1a frequency transform unit

15 frequency inverse transform unit

1c core codec encoding unit

1d SBR encoding unit

le, 1el linear prediction analysis unit

1ffilter strength parameter calculating unit

111 filter strength parameter calculating unit

1g,1g1, 1g2,1¢3, 1g4, 1g5, 1g6, 127 bit stream multiplex-
ing unit

1/ high frequency inverse transform unit

1/ short-term power calculating unit

1/ linear prediction coefficient decimation unit

1% linear prediction coefficient quantizing unit

1m temporal envelope calculating unit

1r envelope shape parameter calculating unit

1p, 1p1 time slot selecting unit

21, 22, 23, 24, 24b, 24c¢ speech decoding device

2a,2al,2a2,2a3, 2a5, 2a6, 247 bit stream separating unit

2b core codec decoding unit

2¢ frequency transform unit

2d, 2d1 low frequency linear prediction analysis unit

2e, 2e1 signal change detecting unit

2f filter strength adjusting unit

2¢ high frequency generating unit

2h, 2h1 high frequency linear prediction analysis unit

2i, 2i1 linear prediction inverse filter unit

27, 271, 252, 273, 2j4 high frequency adjusting unit

2k, 2k1, 2k2, 2k3 linear prediction filter unit

2m coeflicient adding unit

2n frequency inverse transform unit

2p, 2p1 linear prediction coefficient interpolation/extrapo-
lation unit

2r low frequency temporal envelope calculating unit

2s envelope shape adjusting unit

2¢ high frequency temporal envelope calculating unit

2u temporal envelope smoothing unit

2v, 2v1 temporal envelope shaping unit

2w supplementary information conversion unit
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271, 222, 223, 224, 225, 226 individual signal component
adjusting unit
3a, 3al, 342 time slot selecting unit

We claim:

1. A speech decoding device for decoding an encoded
speech signal, the speech decoding device comprising:

a processor;

a bit stream separator executed by the processor to separate
a bit stream, which includes the encoded speech signal,
into an encoded bit stream and temporal envelope
supplementary information, wherein the bit stream is
received from outside the speech decoding device;

a core decoder executed by the processor to decode the
encoded bit stream obtained by the bit stream separator
to obtain a low frequency component;

a frequency transformer executed by the processor to trans-
form the low frequency component obtained by the core
decoder into a spectral region;

a high frequency generator executed by the processor to
generate a high frequency component by copying, from
a low frequency band to a high frequency band, the low
frequency component transformed into the spectral
region by the frequency transformer;

a primary high frequency adjuster executed by the proces-
sor to execute, on the high frequency component gener-
ated by the high frequency generator, a part of a process
including a gain adjustment, a noise addition, and an
addition of sinusoids;

a low frequency temporal envelope analyzer executed by
the processor to analyze the low frequency component
transformed into the spectral region by the frequency
transformer in order to obtain temporal envelope infor-
mation;

a supplementary information converter executed by the
processor to use a predetermined table in order to con-
vert the temporal envelope supplementary information
into a parameter for adjusting the temporal envelope
information;

a temporal envelope adjuster executed by the processor to
adjust the temporal envelope information obtained by
the low frequency temporal envelope analyzer in order
to generate a gain coefficient, wherein the temporal
envelope adjuster uses the parameter and the temporal
envelope information to generate the gain coefficient;

a temporal envelope shaper executed by the processor to
shape a temporal envelope of an output signal generated
by the primary high frequency adjuster, using the gain
coefficient, in order to generate an output signal of the
temporal envelope shaper, the output signal of the tem-
poral envelope shaper containing the noise addition; and

a secondary high frequency adjuster executed by the pro-
cessor to execute, on the output signal generated by the
temporal envelope shaper, the addition of sinusoids to
the output signal of the temporal envelope shaper con-
taining the noise addition.

2. The speech decoding device according to claim 1,
wherein the secondary high frequency adjuster executes, on
the output signal generated by the temporal envelope shaper
the addition of sinusoids in spectral band replication (SBR)
decoding.

3. A speech decoding device for decoding an encoded
speech signal, the speech decoding device comprising:

a processor;

a core decoder executed by the processor to decode a bit

stream, which includes the encoded speech signal, to
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obtain a low frequency component, wherein the bit
stream is received from outside the speech decoding
device;

afrequency transformer executed by the processorto trans-
form the low frequency component obtained by the core
decoder into a spectral region;

a high frequency generator executed by the processor to
generate a high frequency component by copying, from
a low frequency band to a high frequency band, the low
frequency component transformed into the spectral
region by the frequency transformer;

aprimary high frequency adjuster executed by the proces-
sor to execute, on the high frequency component gener-
ated by the high frequency generator, a part of a process
including a gain adjustment, a noise addition, and an
addition of sinusoids;

a low frequency temporal envelope analyzer executed by
the processor to analyze the low frequency component
transformed into the spectral region by the frequency
transformer in order to obtain temporal envelope infor-
mation;

atemporal envelope supplementary information generator
executed by the processor to analyze the bit stream to
generate a parameter based on a predetermined table, the
parameter for adjusting the temporal envelope informa-
tion;

a temporal envelope adjuster executed by the processor to
adjust the temporal envelope information obtained by
the low frequency temporal envelope analyzer in order
to generate a gain coefficient, wherein the temporal
envelope adjuster uses the parameter to adjust the tem-
poral envelope information;

a temporal envelope shaper executed by the processor to
shape a temporal envelope of an output signal generated
by the primary high frequency adjuster, using the gain
coefficient, in order to generate an output signal of the
temporal envelope shaper, the output signal of the tem-
poral envelope shaper containing the noise addition; and

a secondary high frequency adjuster executed by the pro-
cessor to execute, on the output signal generated by the
temporal envelope shaper, the addition of sinusoids to
the output signal of the temporal envelope shaper con-
taining the noise addition.

4. The speech decoding device according to claim 3,
wherein the secondary high frequency adjuster executes, on
the output signal generated by the temporal envelope shaper
the addition of sinusoids in spectral band replication (SBR)
decoding.

5. A speech decoding method executed by a speech decod-
ing device to decode an encoded speech signal, the speech
decoding method comprising:

a bit stream separating step in which the speech decoding
device separates a bit stream, which includes the
encoded speech signal, into an encoded bit stream and
temporal envelope supplementary information, wherein
the bit stream is received from outside the speech decod-
ing device;

a core decoding step in which the speech decoding device
obtains a low frequency component by decoding the
encoded bit stream separated in the bit stream separating
step;

a frequency transform step in which the speech decoding
device ftransforms the low frequency component
obtained in the core decoding step into a spectral region;

a high frequency generating step in which the speech
decoding device generates a high frequency component
by copying, from a low frequency band to a high fre-
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quency band, the low frequency component transformed
into the spectral region in the frequency transform step;

a primary high frequency adjusting step in which the
speech decoding device executes, on the high frequency
component generated in the high frequency generating
step, a part of a process including a gain adjustment, a
noise addition, and an addition of sinusoids;

a low frequency temporal envelope analysis step in which
the speech decoding device obtains temporal envelope
information by analyzing the low frequency component
transformed into the spectral region in the frequency
transform step;

a supplementary information converting step in which the
speech decoding device uses a predetermined table to
convert the temporal envelope supplementary informa-
tion into a parameter for adjusting the temporal envelope
information;

a temporal envelope adjusting step in which the speech
decoding device adjusts the temporal envelope informa-
tion obtained in the low frequency temporal envelope
analysis step in order to generate a gain coefficient,
wherein the parameter and the temporal envelope infor-
mation are used to generate the gain coefficient;

a temporal envelope shaping step in which the speech
decoding device shapes a temporal envelope of an output
signal generated in the primary high frequency adjusting
step, using the generated gain coefficient, in order to
generate, in the temporal envelop shaping step, an output
signal containing the noise addition; and

a secondary high frequency adjusting step in which the
speech decoding device executes the addition of sinuso-
ids to the output signal generated in the temporal enve-
lope shaping step which contains the noise addition.

6. A speech decoding method executed by a speech decod-
ing device to decode an encoded speech signal, the speech
decoding method comprising:

a core decoding step in which the speech decoding device
decodes a bit stream, which includes the encoded speech
signal, to obtain a low frequency component, wherein
the bit stream is received from outside the speech decod-
ing device;

a frequency transform step in which the speech decoding
device ftransforms the low frequency component
obtained in the core decoding step into a spectral region;

a high frequency generating step in which the speech
decoding device generates a high frequency component
by copying, from a low frequency band to a high fre-
quency band, the low frequency component transformed
into the spectral region in the frequency transform step;

a primary high frequency adjusting step in which the
speech decoding device executes, on the high frequency
component generated in the high frequency generating
step, a part of a process including a gain adjustment, a
noise addition, and an addition of sinusoids;

a low frequency temporal envelope analysis step in which
the speech decoding device obtains temporal envelope
information by analyzing the low frequency component
transformed into the spectral region in the frequency
transform step;

a temporal envelope supplementary information generat-
ing step in which the speech decoding device analyzes
the bit stream and uses a predetermined table to generate
a parameter for adjusting the temporal envelope infor-
mation;

a temporal envelope adjusting step in which the speech
decoding device adjusts the temporal envelope informa-
tion obtained in the low frequency temporal envelope
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analysis step in order to generate a gain coefficient,
wherein the parameter and the temporal envelope infor-
mation are used to generate the gain coefficient;

a temporal envelope shaping step in which the speech
decoding device shapes a temporal envelope of an output
signal generated in the primary high frequency adjusting
step, using the generated gain coefficient, in order to
generate an output signal in the temporal envelope shap-
ing step, which contains the noise addition; and

a secondary high frequency adjusting step in which the
speech decoding device executes the addition of sinuso-
ids to the output signal generated in the temporal enve-
lope shaping step, which contains the noise addition.

7. A non-transitory storage medium which stores a speech
decoding program executed by a computer device to decode
anencoded speech signal, the speech decoding program caus-
ing the computer device to function as:

a bit stream separator operable to separate a bit stream,
which includes the encoded speech signal, into an
encoded bit stream and temporal envelope supplemen-
tary information, wherein the bit stream is received from
outside the speech decoding device;

a core decoder operable to decode the encoded bit stream
obtained by the bit stream separator in order to obtain a
low frequency component;

a frequency transformer operable to transform the low
frequency component obtained by the core decoder into
a spectral region;

a high frequency generator operable to generate a high
frequency component by copying, from a low frequency
band to a high frequency band, the low frequency com-
ponent transformed into the spectral region by the fre-
quency transformer;

a primary high frequency adjuster operable to execute, on
the high frequency component generated by the high
frequency generator, a part of a process including a gain
adjustment, a noise addition, and an addition of sinuso-
ids;

a low frequency temporal envelope analyzer operable to
analyze the low frequency component transformed into
the spectral region by the frequency transformer in order
to obtain temporal envelope information;

a supplementary information converter operable to convert
the temporal envelope supplementary information into a
parameter for adjusting the temporal envelope informa-
tion using a predetermined table;

atemporal envelope adjuster operable to adjust the tempo-
ral envelope information obtained by the low frequency
temporal envelope analyzer in order to generate a gain
coefficient, wherein the temporal envelope adjuster uses
the parameter and the temporal envelope information to
generate the gain coefficient;

a temporal envelope shaper operable to shape a temporal
envelope of an output signal generated by the primary
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high frequency adjuster, using the generated gain coef-
ficient, in order to generate, with the temporal envelope
shaper, an output signal which contains the noise addi-
tion; and

a secondary high frequency adjuster operable to add, to the
output signal generated by the temporal envelope shaper
which contains the noise addition, the addition of sinu-
soids.

8. A non-transitory storage medium which stores a speech
decoding program executed by a computer device to decode
anencoded speech signal, the speech decoding program caus-
ing the computer device to function as:

a core decoder operable to decode a bit stream, which
includes the encoded speech signal, to obtain a low
frequency component, wherein the bit stream is received
from outside the speech decoding device;

a frequency transformer operable to transform the low
frequency component obtained by the core decoder into
a spectral region;

a high frequency generator operable to generate a high
frequency component by copying, from a low frequency
band to a high frequency band, the low frequency com-
ponent transformed into the spectral region by the fre-
quency transformer;

a primary high frequency adjuster operable to execute, on
the high frequency component generated by the high
frequency generator, a part of a process including a gain
adjustment, a noise addition, and an addition of sinuso-
ids;

a low frequency temporal envelope analyzer operable to
analyze the low frequency component transformed into
the spectral region by the frequency transformer in order
to obtain temporal envelope information;

a temporal envelope supplementary information generator
operable to analyze the bit stream and use a predeter-
mined table to generate a parameter for adjusting the
temporal envelope information;

a temporal envelope adjuster operable to adjust the tempo-
ral envelope information obtained by the low frequency
temporal envelope analyzer in order to generate a gain
coefficient, wherein the temporal envelope adjuster uses
the parameter and the temporal envelope information to
generate the gain coefficient;

a temporal envelope shaper operable to shape a temporal
envelope of the output signal generated by the primary
high frequency adjuster, using the generated gain coef-
ficient, in order to generate an output signal of the tem-
poral envelope shaper that contains the noise addition;
and

a secondary high frequency adjuster operable to add, to the
output signal generated by the temporal envelope shaper
which contains the noise signal, the addition of sinuso-
ids.
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